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Despite the excellent quality of numerical calculations, 3D FEA analysis based on the magnetic vector potential is 
computationally expensive and therefore limited by the available hardware resources for magnetostatic problems with 
complicated model geometries, large nonconducting regions, nonlinear materials and increased requirements for 
accuracy of calculations. To improve the computational efficiency of finite-element modeling for such problems, we 
propose therefore to use instead of vector the total scalar potential either in the combination with vector potential, or 
even separately. In the former case, both potentials are defined by Maxwell’s equations for conducting and 
nonconducting regions of the problem domain and coupled together on their common interfacing boundaries. Thin cuts 
with the potential jumps are constructed in the current-free regions to make them simply connected and ensure the 
consistency of the vector-scalar formulation. In the latter case, the scalar potential is only defined for nonconducting 
regions, while the impact of inductors on the entire problem domain is modeled either with the help of the potential 
jumps across thin cuts, or by using the magnetization of linear and nonlinear permanent magnets. The comparative 
analysis of the numerical efficiency of proposed methods is carried out by using the model of the dipole magnet as an 
example. Most efficiently, these methods can be applied for modeling of the magnetic systems, where a significant 
number of simulations with significant variation in geometric shapes is required during development of the optimal 
system design.

Abstract
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SC dipole magnet

precision 1 Gauss (10−4 Tesla) 
for field on median plane

➢ 𝐵 cyclic azimuthally on IER
➢ 𝐵 growing radially on IER

Modeling requirements

Injection & Extraction 
Region (IER)

many runs with many geometry 
changes are needed for developing 
the optimal system design



How it works

➢Acceleration: 𝑓𝑅𝐹 = ℎ ∙ 2𝜋𝜔

➢Isochronism: mass increase is 
compensated by increase of B with 
radius

➢Edge (Thomas) and spiral focusing

➢Operation away from betatronic 
resonances
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gap crossing

B bends the path 

of charged particle
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Basic equations of computational magnetostatics
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Magnetic vector potential:         𝑩 = 𝜵 × 𝑨 
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Combining vector and scalar potentials
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Making Ω𝑛 simply connected:
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Position and form of the cut surface and potentials coupling:
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FEM method: converting into weak integral form
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FEM method: converting into weak integral form
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FEM method: meshing and approximating
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FEM method: discretizing with Galerkin method
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FEM method: assembling and solving

➢ Fully coupled approach
➢ Newton’s type methods for nonlinear solver
➢ Direct multifrontal Pardiso solver
➢ Lower-upper triangular decomposition
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FEM solver available:

Degrees of freedom (DOF) 𝑵 versus Computational Resources 

SLAE      𝑨 ∙ 𝒙 = 𝒃

Direct solvers 2D 3D

Memory 𝒪(𝑁 log 𝑁) 𝒪(𝑁 Τ4 3)

Time 𝒪(𝑁 Τ3 2) 𝒪(𝑁2)

Intel® PARDISO (fastest), MUMPS, Dense Matrix Solver, 
SPOOLES (slowest)
LU decomposition 𝐴 = 𝐿𝑈,  𝐿 𝑈 ∙ 𝑥 = 𝐿 ∙ 𝑦 = 𝑏
Direct substitution              𝑦 = 𝐿−1 ∙ 𝑏
Inverse substitution            𝑥 = 𝑈−1 ∙ 𝑦
Pros: stability, accuracy
Cons: expenses

Iterative solvers 2D/3D

Memory 𝒪(𝑁 log 𝑁)

Time 𝒪(𝑁 log 𝑁)

GMRES, FGMRES, BICGSTAB, TFQMR, Conjugated Gradients

Iterations                       𝑥𝑗 = 𝐹 𝑥0, … , 𝑥𝑗−1

End up                            𝑒(𝑥𝑗) < 𝑇𝑂𝐿           

Pros: economy
Cons: stability, sensitivity to initial approximation

Newton method        ℒ 𝑈 = 0,                       𝑈𝑗+1 = 𝑈𝑗 + 𝜆∆U,          0 < 𝜆 ≤ 1

Stiffness matrix          𝐾 = −ℒ′(𝑈𝑗),              𝐾∆𝑈 = ℒ(𝑈𝑗),                𝑈0 – initial guess  

Solution/Residual      𝑒𝑟𝑟 < 𝑘 ∙ 𝑡𝑜𝑙,  𝑡𝑜𝑙~10−3  ( < 2.22 ∗ 10−16 )
Based                                         
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FEM method: solution
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FEM method: solution
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FEM method: solution
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FEM method: comparison
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Using exclusively the scalar potential:
➢ By construction, the MMF of coil is represented by the potential jumps across thin cuts to induce the 

magnetic fields in the current-free regions;
➢ Thus, the induction effect of coil on entire problem domain can be modeled by using either thin cuts, or 

permanent magnets with potential jumps and (de)magnetization defined by the equivalent MMF of the coil;

reproducing coil impact with thin cuts:

reproducing coil impact with PMs:

Both are just virtual  
geometrical objects 
used solely for modeling 
of the coil impact.

20



LIT, March 2024 21

Using exclusively the scalar potential:

A single model geometry with optimized cut plane and PM to substitute the coil impact. 
Both entities are crossing the air gaps and the ferromagnetic sectors. 
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Using exclusively the scalar potential:
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Using exclusively the scalar potential: virtual PM
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Using exclusively the scalar potential: virtual PM
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Using exclusively the scalar potential: virtual PM

where the coercivity 𝐻𝑐 defined from the equivalent MMF of the coil is the value of external field 
necessary to demagnetize PM.
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Using exclusively the scalar potential: FEM modeling
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Using exclusively the scalar potential: solution

MSP with cut: field distributions compared to reference field
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Using exclusively the scalar potential: solution
MSP/PM and MVP&MSP: fields distributions compared to reference field 
Reference solution: iterative 𝑨-based AMS-solver, run time 21h 2m 33s
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Using exclusively the scalar potential: comparison

Comparison between three MSP-formulations: MSP/cut vs MSP/PM vs MVP&MSP



Conclusion:

➢ The use of magnetic scalar potential allows to substantially reduce the amount of computer memory and 
computation time at almost similar accuracy for finite-element modeling of the resource-demanding 
magnetization problems;

➢Most efficiently, the MSP-formulations can be utilized for modeling of magnetic systems, where a significant 
number of simulation runs with significant variation in geometric shapes is required during development of 
the optimal system design;

➢ The A-based formulation together with the iterative AMS solver, as providing the excellent quality of 
computation, can still be useful for the final check-up on the optimized system design;
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Thank you for your attention!
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