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AUTOMATION – MAIN IDEA

OPERATION DATA

CONTROL ROOM
CONTROL & ADJUSMENT
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CURRENT SITUATION AROUND MPD 

• CDR Conceptual design report MPD 

• Shaped DAQ и DCS

• TDR technical design report only for DAQ

Current design solutions in automation field

• What are the key expectations and functional requirements for automated systems?

• What architectural principles and structure components are envisaged for them?

• What manpower are necessary to to deploy and maintain automated systems?

Current understanding the scope of tasks in automation field

• Unreported timebound and percentage about automated subsystems

• DAQ report mostly about hardware solutions

• Couldn't find the latest DCS report

Current reporting on the status of works in automation field
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POTENTIAL EXPECTATIONS

Shifter’s

expectations

Management 

expectations

Max efficiency

Reduce exploitation costs

Improve uptime

Trouble-free operation

Enterprise 

expectations 

Streamlined training & 

staff flexibility

Correct shifter’s actions, 

minimal mistakes

Ensure shifter 

situation awareness

Reduced shifter’s 

workload

Reduce incident 

response time

Intuitive recognizable 

user interface

Hierarchical & structured 

information

System response & 

alerts

Safety control, 

false action protection

Flexibility & adjustments 

possibilities

Minimum routine
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Functionality of Automated Systems

DISPLAY 
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NEED TO DEFINE ARCHITECTURE SOLUTIONS

Specified 

staff team

Specified 

shifter 

work places 

Personalized 

HMI/GUI

Functionality

division 

Define 

architecture

+ +
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Which division of automated system are needed?

DCS

DSS

ROS

QCS
ECS

RCSoffline

HLT

DDS

ТTS

CFS

RMS

DBMS

DFS

DVS
MRS

LVL1 LVL2

TCS

computing

Online

DAQ
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ALICE organization structure

Run coordination

Run

manager

DCS

shifter

QC

shifter

ECS

shifter

Subsystem 

experts

Subsystem run 

coordinator

Shift 

leader

Physics 

board

Technical 

board

Management 

board

Trigger 

coordination

Program committee 

(LPC)
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(LMC)

CERN control

center (CCC)
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ATLAS CONTROL ROOM work areas
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Examples of structured diagrams
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GOALS AND OBJECTIVES

Experimental 

data

Provide stable 

units operation1. 2.

3. 4.

Ensure safety 

equipment

Achieving highest 

output quality

Providing an optimal 

operational mode 
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CERN STYLE DECOMPOSITION 

DCS DSS ECSQCS

Detector 

Control 

System

Detector 

Safety 

System

Experiment 

Control 

System

Quality 

Control 

System

• Status equipment

• Parameters technology 

process

• Equipment operation

modes

• Interlocks

• Setpoints

• Process protection

• Locks and blocks

• Run start/stop

• Run coordination

• Run processing

• RAW data

• Quality control

• Correct data



Nikita Baldin 13

DCS Automation scale of ALICE at CERN

at
Quantitative metrics:

3.000.000 parameters

100 servers (WinCC OA)

270 crates 

1.200 network-attached devices

1 control room

*12 TPC servers

*more 60 cabinets

*ATLAS 12.000.000
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Some scale of readout system of ALICE 



Nikita Baldin 15

MPD TPC Subsystem list



Nikita Baldin 16

Resource Cost Comparison

Any Commercial SCADA Open source SCADA

few

much



Nikita Baldin 17

different ways results

No solutions

No architecture

different local 

monitoring subsystem

Integration 

problems
Lots of staff

more complex 

and expensive system

Structured source 

data and architecture

One 

supervisory 

level

easier 

integration
less staff considered 

system
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SUMMARY

• Supervisory – fully controllable, not only “monitoring”:

• Control, adjustments, alarms, historical data, etc. 

• Balance between automation and human involvement

Functional expectations

• Vertical Integration: control, management, enterprise, business

• Horizontal Organization: technological units, processes 

• Typical main division: DCS, DSS, QCS, ECS

Potential architecture 

• Establish Clear Functional Devision for MPD's Automated Systems

• Specify Requirements for the Automated Systems of MPD

• Develop design solutions – TDR for each one

• DCS – more that 100 servers, 1000-ти MIMICS panels

• DAQ – over 8000 fast links, around 2000 servers

• TCS – complex, multilevel: L0, L1, L2, a lot of config DB, algorithms

Scale of already existed automated systems (ALICE)

Call to action
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Hierarchy of automated systems

technological equipment, facility,

sensors, actuators

primary signal processing and logic of 

algorithms for automatic control of 

equipment

process control and management, 

production dispatching

detailed planning, inventory 

management, sales, finance, 

purchasing

monitoring the status and allocation of 

resources, process quality, 

performance analysis
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LIFE CYCLES OF AUTOMATED SYSTEMS

t

DCS Life 
cyrcle 2
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Automation object: MPD experiment facility

Multi-Purpose Detector

Second stage Subdetectors:

External services:

Infrastructure subsystems:

First stage Subdetectors:

• Magnets, B-field, radiation, access 

control, ventilation, etc.

• Electricity, cryogenic, cooling, gas etc.

• TPC, TOF, Ecal, FFD, FHCAL

• ITS, GEM, CPC
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SCADA Abbreviation

SCADA

Supervisory, control and data acquisition

Supervisory Control Data Acquisition
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Experimental physics terminology

Controls Trigger Data Acquisition

+ +

“Data Acquisition, Control and Trigger”

“High-Level Trigger, Data Acquisition and Controls”
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DESIGN APPROACHES

top-down design bottom-up design

overall concept

defined structure and architecture

Improved planning and 

understanding requirements

Easy maintenance

detailed design of low-level components

Difficulties in managing complexity, 

harder maintenance & rising costs

gradual increase

risk of component integration problems 

and architecture revision
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“convenient” user interface example
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DCS qualitative indicators 

Qualitative indicators:

Archive & logging

Alarm table & tips

Automations algorithms 

Control function

Monitoring all subsystems

All in one application

All in one application
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