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- Aim: confirm $\gamma_{n}=\frac{n(n-1)}{2}$ - the spectrum of anomalous dimensions - rigorously
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- Distributions of particles of this type are called Pfaffian point processes
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- For $0 \leq \theta \leq 1$ define

$$
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- $\theta=1$ : 'spins' for ABM's; $\theta=0$ : empty interval indicators for CBM's
- $\Phi_{t}^{(2 n)}$ solves linear PDE with BC's in terms of $\Phi_{t}^{(2 n-2)}$
- The solution is a Pfaffian for any deterministic or random Poisson initial conditions
- Compare $\Phi_{t}^{(2 n)}$ with similar observables for ASEP (Borodin, Corwin, Sasamoto)
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- $\rho_{t}^{(1)} \sim \log (t) / t$ (Bramson-Lebowitz - a rigorous version of Smoluchowski theory)
- Bootstrapping to this:
(1) If there are $n$ particles at time $t$ at positions $x_{1}, x_{2}, \ldots, x_{n}$, there must exist $n$ particles at time $t-s(t)$ at well separated positions, which do not meet before $t$
(2) $s(t) \sim t / \log (t)^{\alpha}, s(t) \rightarrow \infty$ as $t \rightarrow \infty ; s(t) \ll t$
(3) $\rho_{t-s(t)}^{(n)} \sim \rho_{t-s(t)}^{(1) n}$
(1) $\rho_{t}^{(n)} \sim p_{N C}^{(n)}(s(t)) \rho_{t-s(t)}^{(n)}$
(5) $\rho_{t}^{(n)} \sim p_{N C}^{(n)}(t) \rho_{t}^{(1) n} \sim \log (t)^{n-n(n-1) / 2} / t^{n}$
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## Conclusions

- $\mathrm{CABM}_{\theta}$ for $0 \leq \theta \leq 1$ is exactly solvable in one dimension
- Is there a reason? (Hecke algebras.)
- Is there a deep reason for the coincidence of the laws of ABM's and the scaling limits of the law of Ginibre real eigenvalues both in the bulk and at the edge?
- Coalescing/annihilating Brownian disks in two dimensions can be studied using a probabilistic argument, which generalizes and rigorizes the original Smoluchowski theory.
- Asymptotically exact non-linear scaling can be established both for $d=1$ and $d=2$.
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