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DrawpDacks

» Take care about proper environment for hardware
 Equipment maintenance
» Resources under-utilization

* Doesn’t always need all resources of modern
multi-core CPUs servers
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Basic schema of a workflow and main

components

" Batch system
User Web-portal IdleUtilizer master node
h Login,pass g o HTCOr-]
Job [:?araﬂ“leters Job submlsismn,
. Job cancel cance
Job status Queries statuses
User login, " — | VMs
pass e
Access User quota
request

Resource
management

management | \

N .

OpenNebula

JINR SSO

Ceph-based
storage

Ganglia-based
monitoring system

Computational backend: HybriLIT cluster Computational backend: JINR cloud 6/1 7
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JINR Single Sing-on

JINR Single Sign-On

Reminder: you have agreed to comply with the JINR computing rules

Sign in with a JINR account

User name:

—
SR

Password:

—
SR




laleUtllIzer

Main tasks:

 gets information defined by the user for
computational jobs  execution including
characteristics of required resources as well as
Input parameters for computational job;

* manages VMs in the cloud (instantiates
requests for VMs creation, checks requests
status, deletes VMs, etc);

* manages resources in HybriLIT cluster;

 handles user jobs In a batch system (submits
user job, checks its status, cancel submitted
job upon user request and so on).

T
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HTCondor batch system

HTCondor is a specialized workload management
system for compute-intensive jobs. HTCondor
provides a job queueing mechanism, scheduling

policy, priority scheme, resource monitoring, and
resource management.

HTConddr
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The JINR SaaS enables job o
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The HybriLIT heterogeneous
cluster IS a computation
component of the Multifunctional
center for data storage processing
and analysis of LIT JINR, which
contains a multicore component
and computation accelerators:
NVIDIA graphic processors and
Intel Xeon Phi coprocessors. It
uses batch system SLURM
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Software-defined storage based on Ceph

Ceph public network

Ceph cluster network

MDS, Mgr, Mon, OSD  MDS, Mgr, Mon, OSD Mon, OSD RGW, OSD
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MPI aggregated load one last hour
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The scheme of Interaction of the user
with the system

engineering computations

gn in via JINR Single Sig

anp Advanced mode
Hello test
IdleUtilizer's IP:
10.93.223.254:8000 Jobs
JINR Single Sign-On Resources ! )
Job description List of jobs
Number of VMs: 8/8 CPU per vM: 8/8 RAM per VM (GB . N
. 3 . Job ID Pati Stat
Reminder: you have agreed to comply with the JINR computing rules 4 1 1 o a us
121 fip://10.93.221.96/pub cancelled °
Sign in with a JINR account Edit
Job parameters work_dir = /mnt/mpi/jobs 120 ftp://10.93.221.96/pub cancelled
User name: [ ] universe = parallel °
executable = $(work_dir)/openmpistart
Parameters Matrix parameters jobname = fj 19 ftp://10.93.221.96/pub cancelled °
Password: arguments = $(work_dir)/ljj-config.bin $cfg_remote_path
(clelt :
N Xdelta: s _
5 005 -0.05 macmne*mu"_' = TEELELT 52 #tp://10.93.221.96/pub pending s Cancel
| ‘ . . request_cpus = 1 :
10 01 iew Matrixes L 'r‘:"d = $(w°’k—“7") _ I 51 ftp://10.93.221.96/pub cancelled
L e - q s = TARGET, omain °
R = log = $(work_dir)/$(jobname).$(Cluster).log
e i 008 output = $(work_dir)/$(jobname).$({Cluster).out 50 ftp:#/10.93.221.96/pub cancelled
0.005 s PP error = ${work_dir)/$(jobname).$(Cluster).em °
5 e E when_to_transfer_output = ON_EXIT
100 00 should_transfer_files = YES
Noismax:
0.0
URL for uploading job results;
ftp:4110.93.221.96/pub
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Future plans

« Add more applications developed by research
groups from JINR and its Member State
organizations.

* Visualization of the results in the service web-
Interface.
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Thank you for attention!!!
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