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Why?
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• create better recognition system for Russian speech using modern technologies (Deep 
Learning, End-to-End speech recognition) 



spbu.ru3

Why?
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How to measure recognition precision?
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Word error rate can be computed as:

𝑊𝑊𝑊𝑊𝑊𝑊 =
𝑆𝑆 + 𝐷𝐷 + 𝐼𝐼

𝑁𝑁
where
• S is the number of substitutions,
• D is the number of deletions,
• I is the number of insertions,
• N is the number of words in transcript

Word Error Rate (WER)

(1 substitution + 1 deletion) / 6 = 0.333

(1 substitution + 1 deletion) / 5 = 0.4
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Where to start?
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Adapt Open Source implementation with trained English 
model from Mozilla...
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… with promising results:

Where to start?
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How it works?
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Sound → Letter alignment 
independent approach to 
training Recurrent Neural 
Network

Connectionist Temporal Classification (CTC) approach

Graves, Alex, et al. "Connectionist temporal 
classification: labelling unsegmented sequence data 
with recurrent neural networks." Proceedings of the 
23rd international conference on Machine learning. 
ACM, 2006.
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Turning audio into text pipeline
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audio wave
Neural Network with

Bidirectional Recurrent 
layer and LSTM

output CTC 
matrix Language Model

acoustic model part

“HALLOU WOLT”

not used for training
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Acoustic model’s Neural Network structure
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• 5 hidden layers (pretty deep)

• 4th layer: BiRNN with LSTM cells
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How to train acoustic model’s neural network?
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pairs (audio, transcript)

certain neural network structure

loss function for optimization
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What do we get from acoustic model?

11

each column -
probability distribution over alphabet 
symbols for time t

CTC output matrix
(last NN layer)

al
ph

ab
et
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All possible paths corresponding to 
one labelling
“ванна”

Everyone speaks with 
different speed

What do we get from acoustic model?

For example:
--в-а-н-на
-в--аан-на
в-ааан-на-
-в-анн-на-
-вван--на-
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Loss function:

Telling neural network what is good 
and what is bad

What do we get from acoustic model?

LCTC = -log(P(THE-CAT-))

many paths are corresponding to
“THE-CAT-”,
because symbols from alphabet 
can repeat“THE-CAT-” ground truth 

labelling
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Optimizing CTC Loss calculation
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when using Baidu’s CTC loss 
calculation implementation

16% speed improvement

Amodei, Dario, et al. "Deep speech 2: End-to-end 
speech recognition in english and mandarin." 
International Conference on Machine Learning. 
2016.
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How to decode trained network output?
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• greedy (max) decoding

• prefix search

• prefix search with LM
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- not taking into account CTC function property:
many paths correspond to one labelling

Greedy (max) decoding

How to decode trained network output?

---B-OO--XXX-_ _--BBUUNN-NI---

-B-O-X-_-BUN-NI->

BOX_BUNNI>
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How to decode trained network output?
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● exploring different paths and selecting at each time step N (N = beam_width) best (max probability)
● when reaching space symbol score sequence of words using Language Model

CTC Beam (Prefix) search
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Language model
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audio wave
Neural Network with

Bidirectional Recurrent 
layer and LSTM

output CTC 
matrix Language Model

not used for training
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• language model is estimated from 
books and Wikipedia texts using 
KenLM toolkit

• consists of 1,2,3,4-grams

• pruned to 10 minimum n-gram 
usage

Language model estimation using KenLM
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How language model is used?
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During beam search decoding, if next decoded symbol is space

• LM is queried for getting probability of currently decoded word 
sequence 

• sequence with bigger probability gets more score during 
decoding



spbu.ru Разработка системы распознавания речи для индексирования и поиска в большой коллекции медиафайлов. Федосеев Георгий Александрович

yt-vad-1k (1000h) + yt-vad-650-clean
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Training

- Min WER 21% on the voxforge-ru-clean-test

из 19
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Search example
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Next researches
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Training time: ~ 4 min per epoch (on 2 x Tesla P100)
Testing time (CPU beam search): ~ 15 min

Training on small dataset VoxForge_ru ~ 26 hours

• current beam search implementation runs 
on CPU due to querying of KenLM

• and lacks multithreading
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Thank you for attention!
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