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Introduction




Machine Learning

Machine learning is an application of artificial intelligence (Al) that
provides systems the ability to automatically learn and improve result
from experience without being explicitly programmed.

Natural Language Processing, or NLP, is the sub-field of Al that is
focused on enabling computers to understand and process human

languages.
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is the capital and most populous city of England and the United

Kipgdom. Standing on the River Thames in the south east of the island of Great

LGN has been a major settlement for two mi||ennia.|||wus founded by

the Romans, who named it Londinium.
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Machine Learning

Document structure:
Named entity recognition
Coreference resolution
Type

Keyword's
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The importance of Text Analytics

| Structured / Unstructured Text Data |

s Sructured data represents only 20% of the
/nformation available to an organization
s 80% of all the data isin unstructured form

Data Growth

driven by unstructured data

./

B Exclusively in structured format 18.2%
B Mostly in structured format 42.9%
B Equal split of structured and unstructured 15.8%
Mostly in unstructured format 12.8%
Exclusively in unstructured format 1.6%

No clear understanding/Unsure 8.7%

» If structured data is big, then unstructured data is huge

% Text analyticsisthe science of turning unstructured text into structured data



Natural Language Processing

| NLPTASKS |

Named Entity Recognition
Coreference Resolution
Neural Machine Translation
Chatbots

Simmary Extraction
Answering Questions
Ontology building
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Objective of work

“» Feature extraction
Word embeddings, char embeddings, morphological and additional tags

* Building machine learning model for Named Entity Recognition
Hybrid approach Bi-LSTM + CRF model

» Building machine learning model for Coreference Resolution
Bi-LSTM model



Vectorization problem




Natural Language Processing

Vector Extraction
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Natural Language Processing

HOW IT WORKS|
Word2Vec — The Skip-Gram Model

Output Layer

Source Text Trammg Softmax Classifier
Samples Hidden Layer Probatilty thatthe wordat s
[ 1 | Ve Linear Neurons randomly chosen, nearby
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- - (the, brown) o] ! Z \
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I nt u it i O n Qutput weights for “car”

5 .. “ . softmax
If two different words have very similar “contexts’ Word vector for “ants” .
o o ] Probability that if you
(that is, what words are likely to appear around P < = — K B e w‘;_m_
them), then the model needs to output very similar ST ? & nearby fantsh thatitis fear

results for these two words.
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Named Entity
Recognition




Natural Language Processing

Named Entity Recognition |

Entity is concrete object of some type. For example, Geoffrey
Hinton is an entity of Zype “Person’.

Date _ Location _ _
At the W party Thursday night at Chateau Marmont, Cate Blanchett barely made it up in the elevator.

At the W party<Date> Thursday |
</ Date> <Time>nighi</ Time> at
<LOC31|0.n> Chateau Marmont : Weather Underground. "Irma could have been so much worse.
</ LOC31|0n>, <Person> Cale : If it had traveled 20 miles north of the coast of Cuba, you'd
B/&/?C/?E’ff </ Per80n> bare/ymade : have been looking at a (Category) 5 instead of a (Category) 3"
|
I
|
|
|
i

"There was nothing about this storm that was as expected,’
said Jeff Masters, a meteorologist and founder of

It up in the elevator.
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Natural Language Processing

Named Entity Recognition |

1

1

1

1

I L ] | | | | | | - L] -

! Named Entity Recognition is subtask of information extraction
1 . . . - -

I that seeksto locate and classify named entitiesin text into pre-

1 - -

i defined categories.
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Natural Language Processing

Named Entity Recognition]

B-LOC I-LOC gScore(x,y)

CRF = -
pylx) = : T
layer ; pocore(x,y )
Z}r e~ core(x,y
forward
hackward T T
t//J Score(x,y) = Z Ayiyisa + Z P y..

1=() =1
Input
layer

vector y = {yy, y1., yrjortagsgiven a
sentence x = fxq, X1.., X1}
Combination of CRF model with a Bi-LSTM where A represents score of transition
neural network encoading should increase fromtag/totag/
the accuracy of the tagging decisions Prepresents score of thejt" tag of the
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Natural Language Processing

Named Entity Recognition |

Features for improving accuracy:
s Word embedding

s Char embedding

s Morphological features

s Additional tags: GEO, Orgn, Trad tm

Language: Python
Frameworks- NLTK, Numpy, Keras, Tensorflow

Natural Language Analy5|s K e r a S
with Python NLTK

15
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Natural Language Processing

Named Entity Recognition |

Entity type Precision Recall F1-Score Support
I-ORG 0.81 0.80 0.81 1158
B-PROD 0.71 0.61 0.66 1590
B-LOC 0.82 0.85 0.83 1257
I-LOC 0.75 0.78 0.76 529
I-PER 0.89 0.87 0.88 919
B-ORG 0.78 0.73 0.76 1056
I-PROD 0.68 0.59 0.63 371
B-PER 0.85 0.86 0.86 711
|-DATE 0.97 0.98 0.97 955
B-DATE 0.91 0.92 0.91 749
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Natural Language Processing

Information Extraction|

Information Extraction

Named Entity Recognition Attribute extraction

Keyword/key phrase
extraction

Coreference Resolution

Named entities — objects of specific types

Coreference — chain of mentioning the named entity

Keywords — areideas and concepts that define what content is about
Attributes — properties of objects

X/ X/ X/ X/
LIC IR X R XX I X4



Coreference
Resolution




Coreference Resolution

19

Coreference, sometimes written co-reference, occurs when two or
more expressionsin atext refer to the same person or thing; they
have the same referent.

FC Barcelona president Joan Laporta‘_lgix_s warned| Chelsea |off star strike|Lionel Messi

This warning has generated dicouragement in

Aware of owner Roman Abramovich’s interest in the [young Argentme‘ ‘Laporta‘bdld last mght

will answer as always,| Messi|is not for sale and we do not want to let/him|go.”
- =

Coreference Resolution — process of determining which mentionsin a
discourse refer to the same entity.
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Anaphora

% The music was so loud
that it couldn't be enjoyed.

% Our neighbors dislike the music.
If they are angry, the cops will
show up soon.

Split antecedents

% Carol told Bob to attend the
party. They arrived together.

% When Carol helps Bob and
Bob helps Carol, they can
accomplish any task.

Cataphora

s If they are angry about the
music, the neighbors will call the
cops.

% Despite her difficulty, Wilma came
to understand the point.

Noun phrases

s Queen Elizabeth set
transforming her h
George VI, into a viable monarch.
Lionel Logue, a renowned speech
therapist, 'was summoned to hel
the King overcome his speec

impediment.

about

husband, King



Supervised Approach

B

|

i Based mainly on two methods: e ﬁ-@J 0 GO &
o B sl T T ]
I« Binary classification _

i o . Embeddings

I« Ranking method 4 | l | l

|

| v

i Pros: FErs\yr?Jld “LSTM | -LSTM | -LSTM  =LSTM =
| 0 5

I <% Learning algorithms usually \ \ \

| generalize well e LTSI STM)=T— (ST}~
I Cons: : : ) y

| . ¥ ¥ 4 ¥
! . . . . . QuiguiLaysi Out Out Out Out

i % Quality is limited to quantity l l

. and quality of data EHD“ «[[5
| CRF Layer l - l 3

I . .

1 % Requires labeled data v , y

: : q Output B M (e | s |
l

|

|

|

|

21



Natural Language Processing

Information Extraction|

Information Extraction

Named Entity Recognition Attribute extraction

Keyword/key phrase
extraction

Coreference Resolution

Named entities — objects of specific types

Coreference — chain of mentioning the named entity

Keywords — areideas and concepts that define what content is about
Attributes — properties of objects

X/ X/ X/ X/
LIC IR X R XX I X4
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Conclusion

We created neural network for solving named entity recognition
and Coreference resolution problems:

% Bi-LSTM Neural Network + CRF layer

Input: word embeddings, char embeddings, morphological tags +
geo tags + extra tags

*» Bi-LSTM Neural Network

Input: word embeddings, char embeddings, morphological tags and
names of entities (result of previous neural network)

2 e ohys _/
<L




Conclusion
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This functionality is part of the text analytics system.
Visually it looks like this:

MuHthUH PP 06 M3MeHeHU LUeHbl Ha HedTk B GHOMKETHOM NpaBune

HeBo3moxHO W He oOcywaaeTcd . MuHdwue PP 00 nsmeHeHuW UeHbl Ha HedTb B OlomkeTHOM nNpaswne MockBa , 06 wioH - WA Neftegaz . RU

. MiameHeHwne Ol mKeTHOMD NpaBuna no LeHe oTceyYeHnsa HEBO3MOKHO |, 3T0T Bonpoc He obcywxaaeTca . OO 3Tom 6 wioHa 2018 1 3aABUA
3amrnaskl MUHmWHA PP 3a81n 3amrnassl MuHduHa Pe? Muntduia PO B. Konbiues B. Konbides” . B HacTOALLEE BPEMA LIEHA OTCEYEHMA B

pamkax BioKETHOTO NPABWNA YCTAHOBNEHA HA YpoBHE 40 gonn C WA/G app B ueHax 2017 I C EErogHoil MHAekcauveil Ha 2 ¢ 2018 1. 370

03Ha4yaeT , YTo BCe HelpTerasoBble A0X0Abl , NOAYYEHHbIE OT NPEBLILEHWA LieH Ha HepTb 3TOro YPOoBHA , HANPABNAKTCA Ha NONOMHEeHWE

pe3epsoB . B yacTHOCTW , Ha 3Th cpedcTea MuHtbuH P® 3akynaeT MHOCTpaHHyw BantoTy . B nepuog ¢ 7 wioHA no 5wuiona 20181 MuHdwe PO

HANPABMT Ha 3aKyNKy BantoTel 379,7 MNpg pyd 4ONONHWTENbHLIX He(TErasoBbIX 4OX040E . A B UenoM o0bem 4ONONHUTENBHBIX HedTerasosblx
Loxoaos thefepanbHoro GlogkeTa P® B WOHe 2018 1 cocTaeuT 402,8 Mnpg py6. HO B YCNOBUAX NOBLILLEHNA HE(DTAHLIX LeH B mpKkeTHoe

NPaBUNO ¢ LEHOI aTceuerna 40 gonn C LWA/G app BbIrMAGUT CAULLKOM MECTKUM . NEpUOANYECKW 3BYYAT NPELANOKEHUA MO CMATUEHWIO NOAXO0AA -

1

Tak, rnapa CHeTHOW nanaTbl rnasa CueTHol nanathil CYeTHOW nanathl A . KyapuH A . KyapuH' HEOOHOKDATHO HACTAMBAM HA NOBbILIEHUN

LLEHbI OTCEYEHMA 40 YPOBHA 4é-,q;m-n-c- I_IJNGapp . A_pr-ymeHTau,nﬂ OOCTATO4HO OHEBH,EI,H:’:l”--l-S-I'-Ii]-(;'}I;‘I;I—}OM cny4ae NpUaeTcA PaccMaTpUBaTL
BO3MOMHOCTb MOBLILEHWA HANOTOB , YT0Gb! BLINOMHMTL 33Jauk , NOCTABNEHHbIE MPesAeHToM PO npesugeHtom P®?  B. MyTHeIM B.
MyTuHsIM? B HOBOM Maiickom ykase . Ho y MuH(uHA P cBOM cooBpakeHus . MoBbIWEHWE LiEHbl OTCEUEHMA B paMKax BHopKETHOro Npasuna
NPUBEAET K CHIKEHWIO NPeACKA3YEMOCTI MaKDO3KOHOMWUYECKIX YCNOBWIA ANA BU3Heca W rpaxdaH . 3T0 NOCTABMT NOZ Yrpo3y BO3MOXHOCTb
YCTOWYMBOTO JOCTMHEHMA OPMEHTMPA NO MHDAALMK , YXYOLNT 3KOHOMMUKY MHOMO4NCNEHHBIX MHBECTIIPOEKTOBE B PA3MMUYHBIX CEKTOPAX JKOHOMUKM ,

cuuTaeT B. Kombiueg . OGcyauTs Ha PopyMe

Details

Number of entities by
type:
date - 7

lacation - 2
organization - 7
person - 7
product - 2
Coreference clusters:
Cluster 0
Cluster 1

Cluster 2
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Thanks for your attention!

Aleksey.Kulnhevich@econophysica.com

a.d.kulnevich@gmail.com
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