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'l Why Docker?

To run thousands or even hundreds of thousands of SPD jobs

Consider Docker as a very light virtual machine
Docker provides the ability to package and run an application in a loosely isolated environment called a container
Application running in Docker can run on any OS system, any OS flavor, can run in distributed environment

Read about Docker https://habr.com/ru/search/?g=docker&target type=posts

| created a Docker with HSF software


https://habr.com/ru/search/?q=docker&target_type=posts

4

HSF stands for “HEP Software Foundation” https://hepsoftwarefoundation.org/

HSF

What is HSF?

The HEP Software Foundation facilitates cooperation and common
efforts in High Energy Physics software and computing internationally.

8 WLCG-HSF Workshop, May 13-17, 2024 ( info

Meetings

The HSF holds regular meetings inits activity
areas and has bi-weekly coordination

meetings aswell. All of our meetings are

open for everyone to join.

H5F Coordination Meeting #2564, 15
February 2024

H5F Coordination Meeting #2463, 1
February 2024

H5F Coordination Meeting #2632, 18
January 2024

Upcoming HSF and community events »

Full list of past meetings =

HSF-WLCG
Workshop

We will have a joint WLCG-HSF workshop in

2024 at DESY, fram the 13-17 May.

HSF 2

WSS
Registration is already open!

L R Gl

We invite you to contribute your abstracts
for our special session on Community
Software.

Activities

We arganise many activities, from our
working groups, to organising events, to
supporting projects as HSF projects, and
helping communication within the
community through our discussion forums
and technical notes.

The HSF can also write letters of
collaboration and cooperation to project
proposals.

How to get involved »



https://hepsoftwarefoundation.org/

'l What is HSF? contd.

HSF provides Gaudi based packages https://qit.jinr.ru/x2v0/hsf

That include:
- Pythia8 generator and particle gun
- GDML based detector geometry description
- Geant4 Full Simulation
- ROQT files on output

The list of packages:

*key4hep/k4FWCore - Basic I/O components

*key4dhep/k4Gen - Generators and Particle Guns

*key4dhep/k4SimGeant4 - Geant4 Full Simulation

*hep-fcc/FCCDetectors - DD4hep models of FCC detector geometries for Full Sim
*key4dhep/k4ActsTracking - Acts Common Tracking Software



https://git.jinr.ru/x2v0/hsf
https://github.com/key4hep/k4FWCore
https://github.com/hep-fcc/k4gen
https://github.com/hep-fcc/k4SimGeant4
https://github.com/HEP-FCC/FCCDetectors
https://github.com/key4hep/k4ActsTracking

ll What is Gaudi?

https://gaudi.web.cern.ch

Gaudi is a framework software package that is used to build data processing applications for High-
Energy Physics experiments. It contains all of the components and interfaces to allow you to build

event data processing frameworls for your experiment.

Gaudi scales to the needs of the most demanding experiments at the LHC, but is simple enough to
get started quickly and have an application running in just a short time.

Gaudi has been in production for the ATLAS and LHCbh experiments and others for many years and
is also the framework used by the Key4hep common software for Future Collider studies such as
FCC, CLIC/ILC and CEPC. A (non-exhaustive) list of framework users:

» LHCb Computing

= ATLAS Athena framework

« HARP Gaudino framewaork

» Fermi {previously GLAST)

= MINERvA

= BESIII BOSS framework

» LBME (Long Baseline Neutrino Detector, WCD group). see also GARPI project
» Keydhep (common software for FCC, CLIC/ILC and CEPC)



https://gaudi.web.cern.ch/

HSF software build is based on /cvmfs/sw.hsf.org/spackages7
It contains ~480 packages and libraries which are not relocatable (RPATH)
Even if select only packages which needed the size of distribution is ~45 Gb

HSF software dependencies
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protobuf
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y=-build
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y-markupsafe
y-matplotlib
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y-nbclassic
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y-nbconvert
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y—-nodeenv
y—-notebook
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y-virtualenv
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ggraf
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range-v3
rapidjson
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readline
renderproto




| What is LFSPD?

To provide all HSF dependencies locally, LFSPD distro was created https://git.jinr.ru/x2v0/Ifspd
It doesn’t require any OS. This is “fake” Linux, imitates Linux distribution

It contains all major HEP packages and scientific software. That allows to build HSF packages.

It contains = 170 packages with the size of the distribution ~4.2 Gb . That includes 2.2 Gb of Geant4 data.

This is the set of Linux packages for docker container.
The main features of the distro:
« minimalistic linux distribuition (no X11, no GUIs, no mans, no locales etc.).
supposed that all applications will run in docker container in batch mode
» all packages built from sources
» minimized by size (compiled with size optimization flags + stripped & cleaned)
« set of packages for scientific programming Readme/packages.md
= the latest versions of all the packages : glibc, goc, perl, cmake, python etc.
» packages installed in fusr fusr/local . Greatly simpifies setup scripts
= customizable. Package not needed - comment it out & rebuild. To add - valeriy.onuchini@yandesx.ru

Based on the Linux From Scratch project hitps://www.linuxfromscratch.org/



https://git.jinr.ru/x2v0/lfspd

'l The way to Gaudi based SPD software

HSF use DD4hep package https://dd4hep.web.cern.ch to describe Detector Geometry
which can use GDML files on input.

SpdRoot use ROOT TGeo classes for SPD detector geometry description.
So, we can generate GDML files and adapt them to DD4hep & HSF stack.

Our main goal is to use GeoModel) for SPD detector geometry description.

| suggest to use DD4hep with SPD GDML files for a moment.

We will replace DD4hep step by step, seamlessly to the end-user.
The same is for all AIDASoft/PODIO)



https://dd4hep.web.cern.ch/
https://gitlab.cern.ch/GeoModelDev/GeoModel
https://github.com/AIDASoft/podio

.l What’s next?

- Run HSF Examples) -> learn & adapt
- Create SPD GDML files. Adapt them to HSF stack
- Create Gaudi based SPD framework
- Replace DD4hep with GeoModel.
PODIO with SPDIO (hdf5, RDataFrame)
- Build SPD tests, examples and tutorials
- Create documentation, dedicated website
- Involve new users -> education & training



https://github.com/HEP-FCC/FCCSW/tree/master/Examples/options
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