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Current tasks in the mpdroot Current tasks in the mpdroot 
developmentdevelopment

Software reports:Software reports:

Slavomir HnaticSlavomir Hnatic
A Common Tracking Software (ACTS) Implementation in MPDRootA Common Tracking Software (ACTS) Implementation in MPDRoot

Alexander KrylovAlexander Krylov
QA histograms for MPD TPC monitoringQA histograms for MPD TPC monitoring

Ivonne MaldonadoIvonne Maldonado
Progress on MiniBeBe detector for the MPDProgress on MiniBeBe detector for the MPD

Ilya KozminIlya Kozmin
Ambiguity Resolution in TPC track reconstructionAmbiguity Resolution in TPC track reconstruction

Alexander BychkovAlexander BychkovData flow simulation for MPDData flow simulation for MPD
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Updates in release Updates in release v24.09.24 v24.09.24 

MOST IMPORTANT CHANGES

Latest dependencies
• ROOT ……… 6.32.06
• GCC ………….13.2.0
• Boost ……….1.83.0
• FairRoot .… 18.6.10
• GEANT4 .… 11.2.1
• Python …... 3.12.4
• GSL ………….2.8
• Fedora 40, Ubuntu 24.04 LTS

New features
• Analysis updates (physicists) 
• LUSI detector 
• Global QA histograms
• ACTS vertexing
• ACTS v36 port

git.jinr.ru/nica/mpdroot/-/releases

 DETAILED INFO in RELEASE NOTES 

              Important fixes

• GEANT4 working with ACTS
• Nonzero Z vertex working with 

ACTS

Hnatic S., Busa J.

https://git.jinr.ru/nica/mpdroot/-/releases/v24.09.24
https://git.jinr.ru/nica/mpdroot/-/releases
https://git.jinr.ru/nica/mpdroot/-/releases
https://git.jinr.ru/nica/mpdroot/-/releases
https://git.jinr.ru/nica/mpdroot/-/releases
https://git.jinr.ru/nica/mpdroot/-/releases
https://git.jinr.ru/nica/mpdroot/-/releases
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MPDroot deploymentMPDroot deployment
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MPD MPD  GIT software repository GIT software repository
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TPC tracking with ACTSTPC tracking with ACTS

Kozmin Ilia  & REU group
UrQMD v 3.4UrQMD v 3.4
AuAu @ AuAu @ √s = 7.7 GeV√s = 7.7 GeV

1. Hit-coverage-based track filtering (HCF)
2. Pairwise track matching and selection 

(PWS)
3. Pairwise track matching and merging 

(PWM)
4. Track proximity graph selection (PGS)
5. Track proximity graph merging (PGM)
6. Neural network-based selection (NNS)
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Efficiency with ambiquity resolutionEfficiency with ambiquity resolution
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Dublicate rate Dublicate rate with ambiquity with ambiquity 
resolutionresolution
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MPD  vertexing with ACTSMPD  vertexing with ACTS

TRACKING PIPELINE

VERTEXING

- Seed finding

- Vertex finding

- Vertex fitting

Virtual geometry

Input Hits

Projection

Seeding

Input KF parameters

Track finding

Selector

                 AlgorithmsAlgorithms

AMVF: finding-through-fitting

Iterative: fitting-after-finding

Vertexing (primary)

TOF Matching

ACTS v36.0.0 (July 2024)  v37.0.0 (October 2024) 

Slavomir
Hnatic
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VertexVertex

 
 

-   |d0| < 2mm, apart from that no tuning
- fine-tuning to be done by somebody later
- In some events seed not assigned (solvable)

                                                                                                                                                                                          

                                                

AMVF vs DEFAULT PRIMARY VERTEX 
FINDER

1000 events, BOX generator

trueX-X                  
                       
                      

trueY-Y                  
                       
                      

trueZ-Z                  
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Slavomir
Hnatic
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Trigger latency for data taking for MPD Trigger latency for data taking for MPD 
detectorsdetectors

Collision point       
      (0, 0, 0)

● 100 events from 
PHSD generator

● Reaching time  for
● Primary particles
● π0 gammas

Alexander 
Bychkov
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TPC data takingTPC data taking
● Collision point at (0, 0, 0)
●  PHSD
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TPC data TPC data (shifted vertex)(shifted vertex)    
● Collision point at (0, 0, 24 cm)
●  BOX muons
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MPD eventdisplay   MPD eventdisplay   (A.Krylov)(A.Krylov)

The further we go,The further we go,
The further you goThe further you go
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Update geometry for eventdisplayUpdate geometry for eventdisplay
(dev. version)(dev. version)

TPCTPC

TOFTOF

ECalECal

Magnet yokeMagnet yoke

FFDFFD

FHCalFHCal

SC coilSC coil
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TPC data for online tasksTPC data for online tasks



Online TPC clusteringOnline TPC clustering

pads

Krylov V.



Time for clustering per eventTime for clustering per event
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QQuality uality AAssurance engine    ssurance engine    (S.Hnatic & A.Krylov )(S.Hnatic & A.Krylov )  
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Online QA hists for TPCOnline QA hists for TPC

Inner pads ADC distribution per sector – 24 histogramsInner pads ADC distribution per sector – 24 histograms
Outer pads ADC distribution per sector – 24 histograms Outer pads ADC distribution per sector – 24 histograms 
Inner pads ADC distribution per timebucket – 24 histogramsInner pads ADC distribution per timebucket – 24 histograms
              (per each sector)(per each sector)
Outer pads ADC distribution per timebucket – 24 histogramsOuter pads ADC distribution per timebucket – 24 histograms
                  (per each sector)(per each sector)
Inner pads ADC distribution for current event – 24 histogramsInner pads ADC distribution for current event – 24 histograms
      (per each sector)(per each sector)
Outer pads ADC distribution for current event – 24 histogramsOuter pads ADC distribution for current event – 24 histograms
          (per each sector)(per each sector)
General clusters information – 6 histogramsGeneral clusters information – 6 histograms

Total number of histograms – 150Total number of histograms – 150

Krylov A.
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  MC data for MPD physics groupMC data for MPD physics group

1.6 PB



   all mass production requests done in time

All production data stored in Dirac File Catalog

MPD mass production databaseMPD mass production database
http://db-nica.jinr.ru/mpdmc/stat.php
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Mass production dataMass production data

● Analysis 
manager

● Centralit
y

● Reaction 
plane

● DCA, PID, ● Analysis ● Analysis ● Analysis

● wagon ● wagon ● Match 
wagon

● wagon #1 ● wagon #2 ● wagon #N

 Ten productions of physical analysis of simulated data already done.

 Centralized Analysis Framework for access and analysis of data:
 consistent approaches and results across collaboration, easier storage and sharing of codes and methods
 reduced number of input/output operations for disks and databases, easier data storage on tapes

 Analysis manager reads event into memory and calls wagons one-by-one to modify and/or analyze data:



Computing resourses for MPDComputing resourses for MPD

+ SOSNY
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Thanks for your attentionThanks for your attention
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