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Progress since the

previous collaboration meeting

• All our services now running with certificates issued by JINR certification authority


• We’ve moved all internal interactions like voms-proxy-init from VOMS to IAM and, 
thus, has finished transition from VOMS to IAM


• Users now can submit their tasks to PanDA using JWT authentication


• Production manager control panel was put into pre-production, there were many 
productions have been processed during last several months


• Infrastructure monitoring was deployed


• A dedicated EOS instance for the SPD was deployed, details in the talk by Andrey 
Kiryanov
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JINR Certification Authority


• Address: ca.jinr.ru


• Finally in production, thanks to the LIT network operation service


• JINR CA is online CA, certificates are issued immediately, which 
allowed us to optimize our operations a lot


• Any user with JINR SSO account can request user certificate


• LIT CICC computing and storage resources were configured to 
support JINR CA certificates


• YUM repo with the rpm was prepared to ease installation 
process


• Can be used as a JINR-centric certification authority for all JINR 
hosted experiments
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http://ca.jinr.ru


Identity and Access Management


• Address: spd-iam.jinr.ru


• We moved all internal operations between middleware services based on X.509 proxy from the VOMS service to the 
SPD IAM service


• lxui.jinr.ru, CICC computing and storage resources were configured to work with the SPD IAM as VOMS provider


• A rpm which helps adding IAM VOMS configuration to any computing site was prepared


• An integration between SSO and IAM is now finished, users can log in to IAM (and all underlying services) using JINR 
SSO account (use JINR Keycloak button at the SPD IAM login page)


• Now we can say that we have finally finished transition from VOMS to IAM and we have one entry point for all our 
computing services — the SPD IAM
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http://spd-iam.jinr.ru
http://lxui.jinr.ru


PanDA JWT Integration


• We finished configuring a JWT based 
authentication in PanDA


• Users can submit tasks via command line client or 
(preferable) via the Control Panel


• During task submission, in order to identify 
themselves, users being redirected to the SPD IAM


• The same identity is now used to log in to the 
Control Panel and to submit a task, it allows us to 
set up an end-to-end accounting


• PanDA supports auto-registration, so, unlike Rucio, 
there is no need to develop any identity import 
service
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Productions Requests Spreadsheet


• We’ve agreed to keep all production requests in the Google doc spreadsheet 
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Control Panel of the Production Manager


• An application allowing users to easily define a MC chain processing via Web UI has been 
put into pre-production


• During several last months a couple dozens of productions were processed basing on 
requests done by our production manager, Elena Zemlyanichkina


• More about this application in the talk by Nikita Monakov 
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Infrastructure Monitoring


• We deployed instance of Zabbix in order to enable monitoring of our growing infrastructure


• At the moment it is very basic setup but we expect to have an integrated monitoring with panels 
from service-specific metrics, not only OS metrics like CPU utilization, etc.
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Services and Infrastructure Overview 1/3


• IAM


• 1 VM, production


• FTS


• 1 VM, production


• Recently upgraded from CentOS 7 to AlmaLinux 9


• CRIC


• 3 VMs: current production, development and future production


• New version is deployed at the AlmaLinux 9 machine


• Now the future production instance is being filled up with the data, once it’s done we’ll migrate and remove the old 
production instance


• More in the talk by Alexey Anisenkov
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Services and Infrastructure Overview 2/3


• Rucio


• 3 VMs: development, integration and production


• More in the talk by Alexey Konak


• Harvester


• 2 VMs: production on CentOS 7 and future production at AlmaLinux 9


• Migration is ongoing, once done the old one will be removed


• PanDA


• 1 VM: production on CentOS 7


• Given the constant load on the existing instance, it becomes impossible to make any changes on it, and 
we’ll need to deploy an additional one for development
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Services and Infrastructure Overview 3/3


• PanDA Monitoring


• 1 VM, development, once we come to some production-looking stage, the second VM will be deployed for the 
production


• Control panel of the production manager


• 1 VM, pre-prod


• The same situation as with PanDA server — the service is used by the production manager, so we plan to 
deploy one more instance at another machine and leave the current one for development purposes only


• PostgreSQL


• 1 VM, production


• Zabbix


• 1 VM, production
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Plans


• Finish data replication between eos.jinr.ru and spd-eos.jinr.ru and start using the second one as primary storage


• Finish ongoing migrations: CRIC, Harvester


• Given the fact (we did not expect such high level of interest) that we can not change PanDA server and ProdSys 
panel because they are intensively used by the production manager, we plan to deploy development instances of 
PanDA server and ProdSys panel, this will allow us to unlock development of these components and concentrate 
on bringing back jobs submissions to the remote computing resources


• Upgrade PanDA server to the latest suitable version and deploy it at AlmaLinux 9


• We’re looking for a summer student for R&D in order to work out X.509 to JWT migration in the interactions 
between middleware services


• Concentrate on monitoring of the


• Processing


• Infrastructure
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http://eos.jinr.ru
http://spd-eos.jinr.ru


Manpower


• IAM — Alexander Baranov, Artem Petrosyan, MLIT JINR


• CRIC — Alexey Anisenkov, Novosibirsk State University


• Rucio — Alexey Konak, MLIT JINR


• PanDA — Artem Petrosyan, MLIT JINR


• PanDA Monitoring — Fjodor Shuvalov, Saint Petersburg State University


• ProdSys Control Panel — Nikita Monakov, Moscow Engineering Physics Institute/MLIT JINR


• FTS — Artem Petrosyan, MLIT JINR


• Infrastructure Monitoring — Alexander Kubrakov, Dubna University 


• EOS instance — Andrey Kiryanov, Petersburg Nuclear Physics Institute 


• JINR CA, Keycloak — JINR Network Operation Service: Andrey Dolbilov, Vladimir Fariseev, Anton Balandin, MLIT JINR


• MLIT CICC services — Valery Mitsyn, MLIT JINR
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Thank you!


