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Current status[1/2]

At the moment, the required set of system components of three 
Rucio-servers are deployed in Docker containers based on JINR cloud 
computing infrastructure:
- Prod Rucio-server. The main Rucio-server which work stable and 

used for the needs of the SPD collaboration.
- Dev Rucio-server. This server is used for development, testing and 

debugging. 
- Int Rucio-server. All updates and innovations are checked  and 

tested on this installation before being put on the Prod Rucio-server.
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Current status[2/2]

We have updated the 
Rucio-server to the next 
LTS version. 

The current version is 
35.6.1 

The previous version is
32.8.1 
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Data Management [1/3]
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Date challenge – 
we tested the 
infrastructure for 
its ability to 
handle high 
loads

Real data – 
from real 
productions



Data Management [2/3]
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Data Management [3/3]
We have several storage facilities:
- SPD EOS: Since this year, SPD has own EOS in JINR and we are now transferring data from the old to the new 
one.
- JINR EOS: DATADISK – for production data generation, LOCALGROUPDISK – is used for results of test data 
productions.
- PNPI EOS: It currently stores a bit of data. It will be used to store replicas.

6



CRIC integration [1/2]

The Computing Resource Information Catalog (CRIC) is a system designed 
to manage and provide information about computing resources used in 
distributed computing infrastructures. (More information about the CRIC is in 
Alexey Anisenkov's report this afternoon.)

CRIC is integrated with Rucio to manage storage system configuration from 
a single location, by an administrator.  
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CRIC integration [2/2]
A module has been developed for importing 

configuration information about storage systems from 
CRIC to Rucio. This utility is configured to run in cron 
once per hour.
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1) Takes information from CRIC about all 
storage systems registered in it.
2) Requests protocols and attributes of 
RSE from Rucio.
3) Compares info (changes it if necessary):

- checks attributes;
- checks fts;
- checks protocols.



PanDA integration

We have developed an utility that once per day takes info from 
Rucio and creates a special json file. This file describes current 
storage usage.

Here's how PanDA finds out about the storages space usage. 
If the estimated task output size is larger than the storage space 
left, task will not be created.
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Account management [1/2]

We have developed an utility that imports user and 
group accounts from SPD IAM to Rucio. This solution 
simplifies the access control process.
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Account management [2/2]

The Rucio Account Importer is configured to run in cron once per day. The 
utility adds new accounts and updates the identification information of existing 
Rucio accounts.

We have also added functionality for automatic import of group accounts. 
Currently, there are no phys groups in SPD IAM. For their registration and 
management, please contact  Danila Oleynik or Artem Petrosyan.
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Registration Request
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When requesting registration at SPD 
IAM, specify in “Notes” section that you 
need access to Rucio and provide your 
JINR SSO nickname. Then a user account 
in Rucio will be created for you. If you are a 
member of a group, this should also be 
indicated in the registration request.

Example of reason for your registration 
request:

Hello! I'm I am a research intern at the 
MLIT. I need access to the Rucio. Please 
register an account with my JINR SSO 
nickname: some_jinr_sso_nickname. I am 
also a member of a phys group: 
some_phys_group



Monitoring System (requests and traces)

We work on the 
monitoring system. 
By now we have 
some health checks 
and control panel of 
system performance.
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Monitoring System (replication process)[1/2]

Indicators of 
success/failure 
requests
for transfer, 
and time spent 
per actions.
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Monitoring System (replication process)[2/2]

Statuses of transfers and size of bulk transfer
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Monitoring System (deletion)
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Files deletion 
time per storage

Number of 
deleted DIDs



Future plans

- Monitoring system – finalizing of a monitoring system to monitor the state of 
the system and its performance, as well as user activity and storages 
status.

- User policy – dividing users into groups and reviewing the allowed actions 
for these groups. 

- Start using TAPE storages.
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Thank you for your attention! 



Backup slides 



About Rucio
Rucio is an open-source software framework that provides functionality for data 

management and access in a distributed storage environment. Rucio also provides 
protection against data loss and speed up access to data through a controlled number 
of replicas.

Currently, the Rucio system can be used to:
– organize data in a hierarchical structure for easy navigation and management;
– unified interaction of a heterogeneous network and storage infrastructure;
– distribute data for storage;
– adaptive data replication and recovery;
– automated data transfer between storages;
– storage of all types of experimental data;
– data lifecycle management;
– storage and management of metadata;
– provides metrics for monitoring data usage, system performance and the status of 
various components.

Official Rucio documentation: https://rucio.cern.ch/documentation/ 
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Quick terminology recap

File – the smallest operational unit of data in Rucio.
Dataset – a named set of files.
Container – a named set of datasets or, recursively, containers
DID – rucio LFN for data (file/dataset/container) as combination of 

a scope and a name.
Scope – a scope partitions the namespace into several sub 

namespaces.
Replica – a managed copy of a file.
RSE – the logical abstraction of a storage system for physical files. 

It has a unique identifier and a set of meta attributes describing 
properties. 
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Contact information and additional resources

For all question contact:
- konak@jinr.ru

Official Rucio documentation:
- https://rucio.cern.ch/documentation/ 

Previous guide:
- https://git.jinr.ru/nica/spdroot/-/wikis/Rucio%20basics

New rucio guide:
-  https://git.jinr.ru/spd/spd-dc/rucio/ddm-utils/-/blob/dev/userguide/README.md 
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Current Naming Convention 
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Grouping tier Field Description Example

0 [YEAR] Main Scope - the year of data production 2050

1 [MC | DATA] Real data or simulated data DATA

2 [energy][polarization] 250LT

3 [desc] Short name of physics aim minbias

4 [RunNumber] Run number for DATA, ID for MC 27189

5 [data type] EVGEN, SIMUL, RECO…. RAW

6 [DatasetUID] unique ID of the dataset 636763fd78df7d

7 [Version] for reprocessing 0



Using the rucio-client at cvmfs
1) Enter at lxui.jinr.ru using ssh. Run command at CLI: 

ssh <sso_nickname>@lxui.jinr.ru

2) Activate rucio client. Run command:
source /cvmfs/spd.jinr.ru/sw/ddm/rucio-clients/latest/bin/activate

3) Authenticate in rucio. You can use any rucio-client command. For example: rucio whoami
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Install your own rucio-client
You can install a rucio-client on your workstation, by following this instruction.

https://git.jinr.ru/spd/spd-dc/rucio/ddm-utils/-/blob/dev/userguide/client_installation.md

It describes the steps performed to prepare for installation and two installation 
methods.

If you have any questions, please contact konak@jinr.ru

25

https://git.jinr.ru/spd/spd-dc/rucio/ddm-utils/-/blob/dev/userguide/client_installation.md
mailto:konak@jinr.ru


How to authenticate
We offer two flow of authentication in rucio-client.
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Using proxy-certificate Using SPD-IAM

You need to have user certificate issued by
Russian Data Intensive Grid (https://ca.grid.kiae.ru/RDIG/) 
or 
JINR Grid Certification Authority (https://ca.jinr.ru/)

With authentication command need to specify parameter 
“-S=oidc” or export this - 
export RUCIO_AUTH_TYPE=oidc

Usercert and userkey in “.pem” format need to be placed in 
<home_dir>/.globus with access mode 600 and 400

You need using browser to authenticate

You need to register user certificate in SPD-IAM

Generate proxy-certificate with command
voms-proxy-init -voms spd.nica.jinr:/spd.nica.jinr</Role>

export proxy-cert with command 
export X509_USER_PROXY=/tmp/<proxy_cert>

rucio-client at cvmfs use auth method with proxy by default

https://ca.grid.kiae.ru/RDIG/
https://ca.jinr.ru/


Auth with proxy-certificate
1) Create proxy-certificate using command voms-proxy-init -voms <VO:VO-role>

2) Export created proxy-certificate

3) Authenticate with activated rucio-client
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Auth with SPD-IAM [1]
1) export RUCIO_AUTH_TYPE=oidc

2) Authenticate with activated rucio-client

3) Use your internet browser to authenticate in SPD-IAM with following link
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Auth with SPD-IAM [2]
4) Allow authorization through the client

5) Copy special code from Rucio Web UI
and paste it to the terminal
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Auth with SPD-IAM [3]
6) Paste special code to the terminal
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How to explore data [1]
- To view the list of DIDs, use the command rucio list-dids <did_pattern> (shows a list of 
dids match given pattern)
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We do not recommend 
searching all over the 
production scope!  This 
loads the system and 
may take a long time to 
complete. Check the 
table (slide 3) and 
search for the 
production you are 
interested in.
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How to explore data [2]
- To get content from dataset/container use rucio list-files <did>

- To get PFNs use rucio list-file-replicas <did> --pfns
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