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General Information

» INP grid site (BY-NCPHEP):

run by scientists and engineers of Laboratory of Fundamental

Interactions, Institute for Nuclear Problems of Belarussian
State University (INP BSU);

we are involved in:
JINR cloud integration
SPD computing integration
NGI_BY regional staff activity



Milestones

» 2008
Site was registered in GocDB as BY-NCPHEP
» 201 |
Site was registered in CMS SiteDB as T3 BY-NCPHEP
» 2018
Integration into JINR cloud
» 2024
SPD MoU was signed;

start of integration into SPD computing



Resources

) servers

Dell PowerEdge R610/710/620/630 and Supermicro
» physical cores in computing cluster

264 (most of them X5650 and E5-2620)
» RAM in computing cluster

800 Gb




Resources: Storage

» 128 Tb (Lustre):
2 X 24 slots and | x 8 slots chassis;
2 MegaRAID RAIDé6 nodes and | ZFS node; DRBD

» 9Tb (NFS)



Network: LAN

Lustre Cluster (3 nodes)

MDT (RAID1+DRBD primary/secondary), 2 OST (RAID6) OST (ZFS pool)
DRBD sync (MDT)

24 slots
1+1 Gbit ethernet bonding

|
1 Gbit ethernet

User Interxface
OpenNebula cloud

(work nodes — VMs) Proxmox Cluster (2 nodes)
(GRID services, LDAP server, DNS server, etc. — VMs)



Network: WAN

» 100Mbit WAN (62 public IPv4 addresses)
» AS21274 (Peers IPv4):

Description IPvé | Peer
Republican Unitary Enterprise "National Traffic Exchange Center" [ | X ' ASB0280
GEANT Vereniging ==|x |AS20965
Open Joint Stock Company "Minsk Tractor Works' ] | AS199561
Belarussian National Technical University (= ' AS50934
Republican Unitary Enterprise Research and Development Center of Information
Resources and Communications [™] ASS7331
A.V. Luikov Heat and Mass Transfer Institute of the National Academy of Sciences of |
Belarus [ T 28l las
Institution Central Information and Analytical Center at the Ministry of Education of 549
Belarus ]




GRID services
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GRID services: FTS3

Endpoint: grid0l.hep.by

two-way transfers to/from:
https://grid02.hep.by/spd.nica.jinr/path_to files..
https://eos.jinr.ru:8443/eos/nica/path_to _files..
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Worker Nodes

» - nodes are VMs in the cloud
» - single basic image has all preinstalled software
» - VMs performance optimized by:

- guest-to-host NUMA mapping

(gemu-kvm is replaced by gemu-kvm-ev)
- tuned profiles:

virtual-host (host)
hpc-compute (guest)
» - hyperthreading on host: disabled



Worker Nodes: software

» Grid (UMD repositories, etc.)
» SPD VO specific software

» ORCA, MCNP Quantum Espresso (MPICH, OpenMPI,
OpenMP)
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Worker Nodes: software

» Docker images:
docker.io/jemtchou/spdroot 4.1.6
gitjinr.ru:5005/spd/spd-sw/gaudi develop
gitlab-registry.cern.ch/giordano/db | 2-cpp/db 12 latest

» Cvmfs + Squid frontier



Cloud

» Infrastructure is based on Opennebula and ProxmoxVE
Proxmox 5.4 (grid services VMs)
Opennebula 6.2(work nodes VMs, |INR cloud VMs)
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Cloud

» Cloud is integrated in
activity, like COVID-|

generation
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loud: monitoring

» perfSONAR toolkit is used

perfSONAR test results - documentation

Source Destination
ps.-hep.by cloud-perfsonar. jinr.m
80.94 . 170.209 9.93.220.15
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Monitoring tools

»  Ganglia
» UptimeRobot
»  Cacti

»  PerfSonar
» EGI monitoring

» custom scripts

(cluster health)

(servers uptime)

(router traffic)

(channel bandwidth)
(suspended)

(grid services, S.M.A.R.T, etc.)



Status changes: end of CERN agreement

» The only belarussian certified and production WLCG site
for years

Belarus — Total number of jobs by Site and Year (All V0s)

» the agreement between CERN and Belarus expired 27
June 2024 and not renewed

» what was changed: ca_ BYGCA package is no longer in

ca-policy-egi-core



Plans

» more disks for storage

» new services for SPDVO; grid services upgrade
» further JINR cloud integration

» migration to AlmaLinux9

» infrastructure upgrade (more UPS, etc.)



