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Particle-in-cell (PIC) numerical simulations are widely used for the numerical modeling of plasma physics
problems. These simulations are used primarily, but not exclusively, to study the kinetic behavior of the par-
ticles. For example, we used this method for numerical simulations of physics in linear particle accelerators
[1,2].
The main idea of the method is to describe the plasma as a set of electrons and ions, which are modeled as
discrete entities that move in continuous fields that are calculated on a computational mesh. The calculation
of the motion of each particle is defined by electromagnetic fields. In our case, we use our modification of
the finite-difference time-domain (FDTD) method as a discretization technique. A de-tailed description of the
numerical method and scheme parallelization can be found in 3.

Figure 1: Particle-domain decomposition

Figure 2: Block-scheme of the algorithm for one-time step

Figure 1 and 2 are briefly shows particle-domain decomposition and block-scheme of the algorithm for a
one-time step. In our code, we apply a hybrid decomposition, divid-ing the computational domain along the
z-axis into subdomains and assigning a group of processes to each subdomain. Within each group, particles
are distributed almost uniformly: this uniformity is ensured by the even distribution of particles at the start,
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during the injection, and the exchanges by approximately equal quantities of particles with random processes
of neighboring groups. A master processor of each group provides 3D arrays of the electromagnetic fields
to his group and then gathers 3D arrays of the densities and mean velocities. During the Eulerian stage, the
computations and the corresponding data exchanges with the ghost node values be-tween neighbor processes
are performed only by the master group processes.
2 Vectorization
In our previous works 4, we used AVX512 intrinsics for numerical algorithm realization. However, the result
of this approach is architecture-dependent code. At this moment, we are writing C++ or Fortran codes with
different tricks that help the compiler build effective AVX512 code. In the case of our plasma physics solver,
we have two of the “heaviest”functions which calculate particle data and density. For the autovectorization,
we changed our mathematical expressions to ax+bx+c view. All division operations have been moved to sep-
arate operations. This approach helps the compiler to build FMA instructions using ZMM AVX-512 registers
(see Fig.3 and Fig.4).

Figure 3: Source code of PIC solver

Figure 4: Assembly language code of PIC solver

We also need to find data size parameters and particle pack size for better per-formance because of the specific
particle-domain decomposition. Our tests showed that particle pack size can speed up particle data calcula-
tions function by up to 16% (see Fig.5 and Fig. 6) on the same data set.

Figure 5: The performance of the main loop of particle data calculations function for typical pack size
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Figure 6: he performance of the main loop of particle data calculations function for optimal particle
pack size
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