
Methods for automating error 
handling in the Event Picking 

Service of the ATLAS 
experiment.

Joint Institute for 
Nuclear Research

(Dubna)

10.07.2025 GRID'2025     JINR, Dubna

E. Alexandrov,

I. Alexandrov,

D. Barberis,

A. Yakovlev



ATLAS EventIndex
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• The EventIndex is the global catalogue of all 
ATLAS events

• For each event, each data format and each  
processing version, it contains:

- Event identifiers (run and event number);

- Location (GUID of the file containing it) and 
provenance;

- Trigger and other useful metadata;

• Main use case is event picking for detailed 
analysis and/or displays



Event Picking Service
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• Some physics analyses need to extract many 

events in order to process them with enhanced 

algorithms

• γγ -> WW analysis: 

• The first round 50k events (2019)

• The second round 136k events (2021)

• Bc
* -> Bc gamma analysis: 

• 16K events (2023)

• Z -> TauTau selections: 

• 11K events (2023)

• R2R4 Milestone test: 

• 1M RAW events (2025)

• “Pixel dE/dx” analysis: 

• ~3M RAW events (2025)
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Architecture of the Event Picking Service

1Rucio enables centralized management of 
large volumes of data backed by many 
heterogeneous storage backends.

2The Production and Distributed Analysis 
(PanDA) is a data-driven workload 
management system.



• Get request

• Split tasks by Run

• Get GUIDs
( require for PanDa job )

• Get Dataset Name
( require for PanDa job )

• Start PanDA Job

( Real copy events )

• Verification
( should validate the output data

possible duplicate/ skip events )

• Set Metadata in RUCIO

• Send mail
(user notification)
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Event Picking Service : Main stages

Current scheme !!

In the new scheme the set of components will be changed.
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Event Picking Service : Main stages

New scheme under development
10.07.2025



Event Picking Service : error handling

Optimal case: (no errors)

- all chains (and tasks in the chain) are completed;

- all external services worked correctly;

- all necessary data received and collected;
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Event Picking Service : error handling

Real cases:

During the processing of a request, various errors 

may occur. These errors can be grouped by the "severity" of 

their impact on the final result and by the methods of error 

handling.
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EPS error handling : Automatically restart task
• external services may not respond;

• connection to an external service may be lost during 

operation;

– such errors have a fatal effect on the result;

– however, such errors can be resolved automatically 

or manually;
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EPS error handling : Automatically restart task

In this case, the automatic restart failed, since the 

permissible number of repeated restarts has been 

exceeded.

If chains cannot be restarted automatically, they will 

terminate with an error status. Data from such chains were not 

received, the received dataset of events is incomplete
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EPS error handling : Manually restart request

Three types of restart

Restart request - In terms of the Event Picking Service, it 

means creating a new request using the input from the 

parent request.
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EPS error handling : Manually restart request

Full restart: The request starts from the beginning, the results 

from the parent request are not used in the new request.

Restart Warning & Error branches: Only chains with the 

"error" status are restarted. The new request will contain the 

processing results only for these chains.



EPS error handling : Check errors
Data received from PanDA should be checked 

for missing or duplicate events.

• there may be cases where the files returned by PanDA 

are not currently available. In this case, an error occurs 

and the user is returned a list of missing events.

– the error is not fatal, the data has already been 

received;

– just need to repeat the verification step again;
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EPS error handling : Check errors

Special type of restart for this case (Restart only 

check tasks)

Only those chains with check errors are started, 

starting only with the "check" task. 

In this case, PanDA data is taken from the parent 

request.
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• external service returns outdated data;

– the next service in the workflow will not be able to 

use this information;

– the problem is solved by further refinement of the 

algorithm;

EventIndex indexed the file and believed it to exist. 

However, the file was deleted.

When calling the getIndex service, it may return a 

path to a file that no longer exists.

To resolve this conflict, the algorithm had to add a 

call to the AMI service to check whether the file actually 

exists.
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EPS error handling : Algorithm refinement



EPS error handling : Sending error messages

(New feature, currently being tested)

For some types of errors in external services, EPS will 

send an error email either to the official address of 

such service (if any) or to the actual experts of these 

services.

The list of experts is created manually by Event Picking 

Service administrators.
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EPS error handling : Sending error messages

When an error occurs, the engine records information about 

it in a special table in the database.

The EPS periodically monitors this table. When an error 

occurs, the web interface sends a message to the list of 

experts according to the type of error.
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Types of errors specific 

to a particular task

List of message 

recipients for the 

corresponding error 

type
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Thanks for attention !
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