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Goals

» Apply logistic regression method for particle identification problem
» Compare classification efficiency against XGBoost and N-sigma methods
> Investigate feature importance, using l1-regularization

» Train the models on dataset with fewer features and compare results
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Model data

» Dataset aCQUired with Momentum distribution
MPDRoot package 125000 1 -
.t
» 6 particle types 1000007 P
75000 A mm Kkt
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> 14 features: p, charge, dedx, %00 o5 1o 15 20 25

p, GeV

m2, nHits, eta, dca, Vx, Vy,
Vz, phi, theta, gPt, beta.
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Binary logistic regression

» Predicts the probability of a given data point
corresponding to label 0 or 1:

~ f0,p<05
YT 1p>05
p=o0(x"0),0(t)= ;,
1+ exp(—t)

» Loss function:
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L0) = 3 (= w:n(Bx) — (1= yi) (1 = p(x1))) + AR(D),

=1

roe R(60) — regularization term, A — regularization parameter
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Multinomial logistic regression

> We use softmax regression:
j = arg max
i
T
) exp(x” ;) .
Di=—=x ( IT =12 .. K
> j—1 exp(x10;)

» Each label has its own weights vector 8, so the model is described by weights
matrix ©

» Loss function:
n

K
Z k] In(pr(x;)) + AR(O®)
i=1 k=1
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Regularization

» [i-regularization > [5-regularization
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Evaluation of model classification results

True Positive

> K — efficiency,

~ True Positive + False Negative

False Positive

> C

— contamination,

"~ True Positive + False Positive

7/17



Data preprocessing

» All features scaled into range [0, 1]

> Particles and antiparticles merged into bigger classes:

mt [ 778645
m~ | 851541
kY[ 01423
k= | 46950
p | 594156
p 6357
|3 | 2369072 |

» Feature charge is excluded from training data, feature set is reduced from 14 to

—

7 | 1630186
k | 138373
p | 600513

13. Classification by charge is conducted separately

» Dataset is split into bins by 0.1 GeV (from 0.1 GeV to 2.8 GeV, 27 bins in total)

and a separate model is trained in each bin
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Results: lo-regularization
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Results: [5-regularization
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Comparison with N-sigma
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Comparison with XGBoost
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Feature importance investigation: integral case
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Feature importance investigation: bin-split case
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Results on reduced data: [-regularization

Reduced dataset contains only 6 features: p, charge, dedx, m2, dca, beta
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Comparison of total efficiency
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Conclusion

> For the first time the logistic regression method was used for the particle

identification problem

> Logistic regression method compared against logistic regression method with the
standard N-Sigma method of the MPDRoot package and the previously studied

XGBoost model:

» Works better than N-Sigma method
» But loses to XGBoost model across all momentum range

» Feature importance analysis was conducted by introducing [;-regularization:

> Attributes dedx, m2, beta are significant over the entire range of moments
» Feature weights Vx, Vy, Vz, nHits, eta, phi, theta were zeroed during model

training
» Reducing dataset by dropping the least important features didn't impact models’
prediction ability, as expected

Data processing, model training and results analysis were done on HybriLIT platform
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