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The GRID concept, as a computing infrastructure, according to its authors, has not been implemented by 2022
[1]. This concept was proposed by Foster and Kesselman [2] in 1999. It should be noted that this concept best
suits the needs of modern applications such as on-demand computing, on-demand data storage, etc. [4]. Here
is how the authors themselves formulated the main properties of the GRID infrastructure (cited follow [1]):
1. “[C]ordinate resources that are not subject to central control⋯(The Grid integrates and coordinates re-
sources and users that are in different control domains—for example, a user’s desktop versus a central com-
puting domain; different administrative units of the same company; or different companies; and solves the
problems of security, policy, payment, membership, etc. that arise in these conditions. Otherwise, we are
dealing with a local control system.)
2. ⋯use of standard, open, general-purpose protocols and interfaces⋯(The Grid is built from multi-purpose
protocols and interfaces that solve such fundamental problems as authentication, authorization, resource dis-
covery, and resource access. ⋯[I]t is important that these protocols and interfaces be standard and open.
Otherwise, we are dealing with an application-specific system.)
3. ⋯provide non-trivial qualities of service. (A Grid allows the use of its constituent resources in a coordi-
nated manner to provide different qualities of service, such as response time, throughput, availability, and
security, and/or the coordination of multiple types of resources to meet complex user requirements, so that
the combined system provides value that is greater than the sum of its parts.)”
Foster and Kesselman in [1] have stated that none of the numerous attempts to implement the GRID concept
have yet been successful. None of the projects listed in this paper have been able to implement the above
requirements, to automatically minimize the execution time of an application in a computing infrastructure
given its time constraints through efficient automatic management of computing load balancing between
available computing devices, “non-trivial quality of service”, efficient management of data transfer between
application components, and the ability to increase computing resources on demand without limitation [1].
The presentation discusses the reasons for this disappointing conclusion that are computer performance, avail-
able data rates, and available mathematical methods for managing computing infrastructure resources in the
early 2000s were insufficient to achieve these properties.
However, it has been significant breakthrough in the period 2014 and 2024, the server performance increased
by about 7 times, supercomputer performance increased by 4 orders of magnitude, and
the maximum data rate increased from several Tbit/s to 1.1 Pbit/s over the same period [3]. These advances
have stimulated a breakthrough in mathematical optimization methods based on machine learning. The point
is that, given the above-mentioned speed of computation and data transfer, as well as the fact that network
services and application components are easily scalable and operate in real time, to optimize resource man-
agement, data flows and computations in the next-generation computing infrastructure, let’s call it Comput-
ing Centric Network (CCN), control algorithms with low time complexity are required, since time delays in
decision-making become critical for the efficient operation of CCN. Classical optimization methods [3] are
not suitable for this purpose, since they are based on centralized decision-making, i.e., centralized combi-
natorial enumeration of solution options is carried out using a (deterministic) algorithm capable of finding
the best solution to the problem. In addition to computational complexity, this approach is associated with
high overhead costs for collecting, processing and transmitting data between components of the computing
infrastructure. The report shows that under these conditions, distributed multi-agent optimization (MAO)
methods are the preferred choice. In these methods, the solution to the problem is obtained through the self-
organization of a distributed set of algorithm agents capable of competition and/or cooperation and having
their own criteria, preferences, and constraints. It is considered the solution is found when, the agents reach
consensus (temporary equilibrium or balance of interests).
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