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Integrating Large Language Models (LLMs) into high-energy physics (HEP) drives a paradigm shift in how
researchers design experiments, analyze data, and automate complex workflows. There are examples in theo-
retical physics, e.g., L-GATr [1], as well as large physics models [2], which are large-scale artificial intelligence
systems for physics research and applications. The development of Xiwu [3] and [4] underscores the potential
of LLMs in formal theorem proving. Although LLMs are trained on systemswith substantial computing power,
potential users can leverage pre-trained LLMs to meet their requirements through the Retrieval-Augmented
Generation (RAG) architecture, which assists researchers in finding answers within a domain-specific infor-
mation.
Domain-specific information is often viewed as data from the Internet. However, specific cases make it more
interesting to consider data within a narrow field of knowledge, as found in databases and/or a particular set
of curated data, documents, or books that are accessible within the local network. Even in such circumstances,
many details remain, such as the retrieval process, the choice of LLM, and the style of prompts, among others.
Experimental physics encompasses many complex components, each of which is challenging to maintain in
proper functioning. This leads to the assumption that future LLMs in RAG architecture will be addressed
to specific topics, including the physics domain, complicated detectors, computing infrastructure, and other
technical components. Here is an example of RAG for computing developers and administrators [5]. The
RAG architectures and computing facilities for them are expected to be the main direction for future develop-
ments.
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