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Overview & Agenda

Infrastructure Relationships

Multifunctional Information and Computing Complex (MICC)
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® JINR Cloud: Production system within MICC

® DICE: Experimental partnership cloud environment &
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JINR Cloud: Production System | DICE: Experimental Federation



The Role of JINR Cloud in MICC

® JINR Cloud serves as the universal, flexible component within the
Multifunctional Information and Computing Complex (MICC)

® Enables both service-oriented infrastructure and non-
standard/scalable use-cases

® Complements static batch systems and the supercomputer with

dynamic virtualized resources

® Simplifies service administration - cloud team manages
hardware/virtualization, service admins manage VMs

® Offers on-demand scalability for services with unpredictable resource
requirements

Multifunctional Information and Computing Complex (MICC)
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JINR Cloud Architecture

. . . . . (
Platform: OpenNebula (v6.10 CE), KVM virtualization JINR Cloud Architecture
® Cloud Authentication: JINR central user database (LDAP+Kerberos) 2 2e2
Service Admins End Users
® VM Authentication: SSH keys by default, users can configure
additional methods
Cloud Auth VM Access
® Management: Cloud team handles hardware & virtualization; service LDAPjerbems > Key: Custom
admins manage VMs S ————— e —————————— .
® Hardware for VMs: 176 servers, 5664 cores (+504 since OpenNebula Management
VM Orchestration, High-Availability (3 Frontend Nodes)
Grid2023), 69TB RAM £ )
® Server specs: 20-192 non-HT CPU cores per server, 5-16GB RAM & KVM Virtualization b
er core
g @ @ =
GitLab JupyterHub Etc
® Storage back-end: Ceph block-device for KVM VM images, )
36 servers T T
Computing Storage
SSD: 559 TB
® API: provides XML-RPC for managing VMs programmatically Zizecr;e;: EALEary
69 TB RAM Neutrino: 2.9 PB raw
e Cloud Management | ¢ VM Services | e Virtualization




Ceph Storage

Access protocols: RBD for VM disks, CephFS for experimental data,
S3 for backups and artifacts storage

Data protection: Triple replication (3x) across all storage clusters for
high availability and data security

SSD Cluster: Optimized for high I/O workloads, hosts critical
services (Prometheus DB, COMPASS, GitLab, etc)

HDD Cluster: Multi-protocol storage with balance between capacity
and performance for general VM workloads

Neutrino Cluster: Dedicated to experimental data with enhanced

security measures and isolation

Availability scope: SSD and HDD clusters serve all JINR
infrastructure, Neutrino cluster exclusive to Neutrino platform

Ceph Storage Infrastructure

All-Flash SSD Storage Cephv18.2.7

Raw Capacity: 559 TiB

& VM Disks (high 1/0)

100 Gbps Connectivity

257 TiBused /302 TiB free

HDD-based Storage Cephv18.2.7

Raw Capacity: 2 PiB 2x10GBase-T

S VM Disks (mild/low 1/0), CephFS, S3 0.6 PiB used /1.7 PiB free

Neutrino Storage Cephv18.2.4

Raw Capacity: 2.9 PiB

1.96 PiB used / 0.94 PiB free

2x10GBase-T

© Experimental Data with Enhanced Protection




Ceph Storage Evolution

Single-purpose storage (HDD for VMs) — Multi-purpose storage
(HDD for CephFS/S3/VMs) — Specialized storage clusters

Current state (2025):

SSD Ceph: VM disks (high I/O workloads)
HDD Ceph: Shifts towards preservation storage, CephFS, S3

Neutrino Ceph: Protected experimental data

Benefits of specialization:
@ Optimized performance for specific workloads
@ Betterresource allocation based on needs

© Enhanced data protection for sensitive information

Storage Evolution Journey

Single-purpose
[ |
]
Single HDD Ceph
VM disks only

l

Multi-purpose
= -
HDD Ceph Expanded
VM disks + CephFS + S3

! !

!

SSD Ceph | | HDD Ceph
-
? 4 S
High Performance Multi-protocol

VM disks (high 1/0O) CephFS, S3, preservation

Neutrino Ceph

\%

Data Protection
Experimental data (3x repl)
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JINR Cloud Usage Patterns

® Service infrastructure: Cloud team manages hardware, service
admins manage VMs

® Scalable services: GitLab CI/CD runners, JupyterHub, grid control
nodes

® Interactive computing: Personal VMs for researchers via SSH

® Testing environments: Flexible resources for system validation

® Non-standard use-cases: Support for unpredictable demand and
varied workloads

® Resource distribution: Dynamic allocation based on priority and
demand

O

Web Services

GitLab, document systems, web portals,

Data Analysis

JupyterHub, interactive computing, data

monitoring visualization
/
-
-
0
Grid Services Development

Control nodes, batch system, CEs

Testing environments, CI/CD pipelines,
integration

2 Service Admins ‘

282 Researchers ‘

W Students
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Services Managed by Cloud Team

® GitLab: Version control and repository management with dynamic
CIl/CD runners

® JupyterHub: Interactive data analysis platform for researchers

® HTCondor batch system: Part of neutrino platform for distributed
computing

® Compute Elements (CEs): Grid computing interfaces for job
submission and management

® DocMS: Document Management System for organizational content

Service Ecosystem

JINR Cloud Platform
OpenNebula + KVM + Ceph Storage

9 & —-
[ ]
GitLab JupyterHub Batch System
Code Repo & CI/CD Data Analysis Grid Computing
-
o Kl =
Cl/CD Runners DocMS Grid Storage
Auto-scaling Document Management Control Nodes
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JINR Cloud Resource Distribution

® Total Infrastructure: 176 servers, 5,664 CPU cores, 854 virtual R
Server & Core Distribution

machines
Common Cloud Neutrino Platform
. . . . (o) (o)
® User Base: 103 active users including service accounts 23% 77%
of total servers of total servers
° ) . .
Common Resources: 40 servers with 1,136 CPU cores serving L — P TS ——
institute-wide needs [ Neutrino Platform (DLNP) [ Neutrino Platform (DLNP)
® Neutrino Platform (DLNP): 136 servers with ~4,500 CPU cores
dedicated to neutrino experiments
® Storage Specialization: General purpose (HDD+SSD) JINR-wide, Server Count CPU Cores
. J

dedicated storage (n-ceph, 2.9 PiB) for neutrino experiments

® NICA Projects: BM@N (16 VMs, 96 cores) and SPD (46 VMs, 180 Neutrino Platform Allocation

cores) - distinct research-specific resource groupings within the Experiment CPU Cores RAM(TB) Storage (PB)
COMMON resources Baikal-GVD 484 7.8 0.6
JUNO Grid 2,232 370 0.1
NOVA 720 40 21
Neutrino Common 944 17.5 0.0
TAIGA 0 0.0 0.1
Total 4,380 66.3 29

\ S/




Monitoring Infrastructure

® Core monitoring stack: Prometheus for data storage and Grafana for
visualization

® OpenNebula metrics: Migrated from custom collector to native
OpenNebula metrics (available since CE 6.10+)

® Working on adapting custom Grafana panels to the new metrics

source

® Ceph monitoring: Using built-in Ceph Prometheus module with
exporters and official Grafana panels

® Custom exporters: HTCondor exporter and other service-specific

data collectors

® Real-time visibility: Performance, availability, and capacity across all

infrastructure components

2 Monitoring Architecture

= = %a
OpenNebula Ceph HTCondor

N2

v v

® Prometheus

Time-series database for metrics

N2

[# Grafana

Visualization and alerting

Cloud Elements

Hosts

VM Status

Pending
Hold
Running
Suspended

Poweroff

Virtual Machines

T (@

Datastores Images

Host States

1
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Infrastructure Management

® Infrastructure as Code (laaC): Automated provisioning and (
) ] ( ) P & Infrastructure as Code Workflow
configuration management a -
‘} > L ] N — N EQE
® Minimize manual intervention: Reduce human error and increase Git Repo Puppet Foreman Infrastructure
consistency through automated workflows Manual Process Automated Process
..g e Error-prone g |Ql e Consistent results
e Time-consuming e Reduced errors
® Foreman: Server provisioning and configuration management
@ Sensitive data storedin HashiCorp Vault

® Puppet: Configuration management using Profile + Role model for
= (@ FOREMAN M Anyorgankation ~ @ Anylacation 0 & nifuki v

both physical and virtual machines

@ Monitor Overview

Dashboard Q Search > O -~ Generated at Jul 05, 06:28 PM Manage v @ Documentation
. ea

® Gitintegration: Version controlled infrastructure with Puppet

Host Statuses

Facts Host Configuration Status for All Host Configuration Chart for All

manifests managed via git

[l Hosts that had performed modifications without error o

[l Hosts in error state 2 ’
SIS [l Good host reportsin the last 30 minutes 644
. o e . . . . = [l Hosts that had pending changes o
S t: Sensit f t tored in HashiC = Hoss
® ecurity management: Sensitive information stored in HashiCorp Wowotsynchosts o 90.9%

# Configure [l Hosts with no reports 1
V It Hosts with alerts disabled o
a u & Infrastructure Totel Hoste: 708

£ Administer

Run Distribution Chart for Puppet Latest Events
20 Host A R FR P

mber Of Clients

8§ EE 8

oopoopEEnEn -

o885 88 8

2
£ n E E3 e 0 7 18 " ¥




iTop: Support System & Inventory

® Dual purpose system: Integrated solution for both hardware |~ Total Tickets by Year (2014-2025) @& Service Distribution
inventory management and user support helpdesk 050
® Hardware tracking: Complete lifecycle management of servers N _
150 Hl Cloud Computing
and stock of spare parts B Storage
100
. X Lo . GitLab
® Ticket system: Request tracking, statistics, and resolution 50 NipytarHub
workflows for cloud and storage support 0
b 0 A @ 09 O NS D " S, )
SIS SR N i A L G L sV S
. L. . SR N S R S S L L G R UL
® Automation interface: REST API for programmatic integration VYV VYVYVYVYVYVVY VY
with server testing system e
£ Incidents vs Requests =2~ User Dynamics by Year
® Communication challenges: Users sometimes bypass helpdesk
o . . L o @ Incidents @) Requests
via direct email/messaging, reducing ticket visibility and 200 80
hindering prioritization 150 60
100 40
M User Communication Channels
2 Official tickets ¥ Direct emails © Messengers 50 I I I I 20 H
2019 2020 2021 2022 2023 2024 2025 2014 2015 2017 2019 2021 2023 2024 2025
@ Key Insights
A Peak activity in 2024 (204 tickets) 2e3 85 unique usersin 2024 (17x growth)
¥= Requests dominate (68-74%) & Cloud computing: 80% of all tickets
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T-Cloud and Student Research Projects

® T-Cloud purpose: Dedicated environment for both testing and
training activities

® Training capabilities: User onboarding, administrator practice,
classroom environment for workshops

® Testing platform: Safe environment for software testing, integration
testing, and infrastructure validation

® Student engagement: Active opportunities for students to work on
real infrastructure challenges

® Knowledge transfer: Bridge between academic research and
production infrastructure needs

o T-Cloud Specifications

Hardware: Software:
+ 32 x Supermicro servers +« OpenNebula 6.0.0.2
+ 384 CPU cores total « Cephv17.2.5

¢+ 768 GBRAM total ¢ ~400TB raw storage

4 t-cloud.jinr.ru

2025 Student Research Projects

r

|ﬁ Hardware Failure Prediction System
Master Thesis Project #1

Technology Stack: Benefits:
+ SMART data collection
+ OpenSearch for storage
« Statistical analysis

o Predict disk failures before they occur
+ Reduce unplanned downtime

¢ Optimize hardware replacement cycles
+ Predictive visualization

e Automated Server Stress Testing Suite
- Master Thesis Project #2

Technology Stack: Benefits:
+ Stress-ng for component testing

+ HASS methodology implementation
+ Prometheus monitoring integration
+ iTopinventory integration

+ Early detection of hardware defects
+ Thermal stress pattern identification
+ Automated burn-in testing

+ Integrated hardware lifecycle
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http://t-cloud.jinr.ru/
http://t-cloud.jinr.ru/
http://t-cloud.jinr.ru/
http://t-cloud.jinr.ru/
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DICE

Distributed Information and Computational Environment

Joining small institutional clouds into a federated ecosystem.
Enabling shared scientific computing across JINR Member States.
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DICE Mission and Structure

® Federation mission: Connect clouds from JINR Member States into a
unified computational environment

® Resource sovereignty: Organizations maintain control of their
resources while sharing excess capacity

® Technology standardization: OpenNebula-based clouds at partner
sites for unified management

® Workload distribution: DIRAC WMS as the central job management
system

® Knowledge transfer: Disseminating cloud and grid technologies
across Member State organizations

® Peak load handling: Distributed resources absorb computational
spikes across the federation

Federated Cloud Architecture

JINR Cloud
&> DIRAC Services = WMS

Central coordination hub

KZ-INP Cloud BY-RINP Cloud UZ-INP Cloud
& a -
Federated Approach Benefits:
&lé Local autonomy «§ Resource sharing
© Datasovereignty [~ Scalable capacity
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DICE Participants & Resource Overview

Resource Statistics

Total Organizations: 10
Total CPU Cores: 762
Total Storage: 287 TB
Status Legend
® Active
Pending

Participant Countries

® Active: Kazakhstan, Belarus, Uzbekistan, Russia, Bulgaria

® Pending: Azerbaijan, Bulgaria, Egypt, Georgia

PRUE (Russia)

R
Nizhnty asirg

L 8
) O Novae—
Ty -y e
[ INP (Belarus) j& e
R Duglm e M.o?g(

oTyumen

GTU (Georgia)
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London %
Q Astana

wsibirsk
]

Samars
Amsterdam Berlln | 5
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Bcl;evadl el I(uu‘-odm 4
Safla Black Sea Hakhegirg ’ ‘h"?“ ; L
: O ) 2 Thlisé X Tashkent :
we INRNE (Bulgaria) lstanbulo e - o ‘ o i
ara - P INP (Uzbekistan)
Lishon Dushanbe
b S { A<hgabat g o -
Algiers Tur - ‘
o i Tehfan
NOSU(Russia) IP (Azerbaijan) croges
Duncau Bag!ydad
8"0 T
f ASRT (Egypt) New Delhi

Organization Country RAM (GB)
Institute of Nuclear Physics KZ Active 84 840
Research Institute of Nuclear Problems BY Active 132 290
Institute of Nuclear Physics Uz Active 98 890

Total 314 2020

Storage (TB)

6.8 (SSD)

127

6.6 (SSD)

1404
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Main Components of DICE

Al DICE Systems Overview
DIRAC WMS: Central workload management system for job JINR Infrastructure

distribution
DIRAC WMS CVMFS Monitoring
® CVMFS repositories: Software distribution across federation sites = — 4
® Monitoring components: Aggregated metrics collection, S3 gateway, ( JINR Cloud
Thanos store+query &

At each site: ]
1
OpenNebula cloud: Local virtualization platform MRS [ e e

® Squid proxy: Caching CVMFS traffic for efficient software DerfSONAR Sauid Procy ortorig
distribution n - o

® Monitoring components: Collectors, exporters, local storage, Thanos OpenNebula
sidecar &

® PerfSONAR: Network performance monitoring Data Flow:

e Monitoring: Site metrics — JINR central monitoring (detailed on next slide)
e Job distribution: DIRAC WMS — Member site OpenNebula clouds
e Software distribution: CVMFS repositories — Squid proxy — Member sites




DICE Remote Site Monitoring

® Remote site monitoring: Collecting and aggregating metrics from
member cloud infrastructures despite NAT and network constraints

® | ocal metrics collection: Each site collects OpenNebula and hardware
metrics through node_exporter and local Prometheus

® Thanos architecture: Long-term metrics storage with Thanos sidecar
and store components

® S3gateway bridge: Public IP endpoint allowing remote sites to push
metrics through network restrictions

® (Centralized visualization: Unified Grafana dashboards at JINR for
monitoring all federation resources

Key Benefits:
© NAT-compatible architecture “O Long-term metrics storage
& Unified visualization = Scalable to all member sites

Monitoring Data Flow Architecture

Remote Site Architecture
OpenNebul Collector
eniNebula
_>
Y

Thanos Sidecar Local Prometheus

— @ |— e |—

Node Exporter

Collector

Y

JINR Central Monitoring

F/\N
ame
wr

Ceph S3 Gateway Ceph
> (Public IP) — —

Thanos Store

T .«

© Metrics flow from remote sites to JINR central monitoring through Ceph S3 gateway




Use Case Highlight

Classical Three-body Gravitational Problem

® (C-code developed by Ivan Hristov and Radoslava Hristova
(Sofia University) successfully ported to run on DICE resources

® Problem type 1: Computing decay times of the three-body system in

considered sections

® Problem type 2: Searching for periodic orbits with Newton's method in
considered sections

® |deal for DICE's distributed approach: minimal data transfer
requirements

Monte-Carlo simulation on DICE
® \Wide-spread in physics

® Often optimal for limited-bandwidth resources: small input
data, computation-intensive workloads

Three-Body Problem Visualization

0.6

time=0

0.5

0.4 r

0.3 r

0.2

0.1

-0.1 1

-0.2

03 . . . . . .
-0.6 -0.4 -0.2 0 0.2 0.4 0.6

lllustration of a three-body system with gravitational interactions
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Dice Information Portal

q RU

DISTRIBUTED INFRASTRUCTURE  REGISTRATION CONTACTS
INFORMATION AND COMPUTING

ENVIRONMENT
D I C E DISTRIBUTED INFRASTRUCTURE  REGISTRATION  CONTACTS
INFORMATION AND COMPUTING
ENVIRONMENT

Infrastructure

Communication with the experiments g cloud

A distributed infrastructure is a powerful|
telecommunication channels and special}

different organizations into a single inforf 2
tasks 8 g | The JINR DICE cloud segment resources are configured to support the following virtual organizations (VOs) Participants of the DICE

representing a scientific experiment and/or collaboration: BM@N, MPD, and Baikal-GVD. More than 15,000 Technical details
Monte-Carlo simulation jobs for the BM@N VO were successfully completed as well as about 9000 jobs for

The integration of computing power of th o G o SR e Communication with the experiments
organizations into a unified distributed in Baikal-GVD VO. Testing jobs for MPD were performed on the distributed cloud infrastructure. —

topical task, the solution of which would 5

' Tutorials
scientific results.

Publications

BAIKAL-GVD
@®

Contact person

The relevance of creating such an environ
and resources in solving fundamental ang
impossible without the use of new approg
of systems for distributed storage of largg

SOy JINR
inte

INP (Belarus): Estonia

integrated Yelena Mazhitova

Junior Researcher
Phone.: +7 (49621) 6-59-36
Email: dice@jinr.ru

Baryonic Matter ot Nuclofron

SU (Bulgaria):
maintenance

lv:' Web: dice.jinr.ru W4 Email: dice@ijinr.ru
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Conclusions and Plans

® JINR Cloud is growing steadily to meet the demand

® Continue our efforts on development of DICE and porting user workloads
® Rebuild custom Grafana panels to the new metrics source

® Commission a web-interface for managing Ceph storages

® Migrate from Puppet to Open Vox

® Consider sharing Foreman/Puppet with other MICC teams

Thanks!

ie} Web: cloud-info.jinr.ru W% Email: coud-info@jinr.ru
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