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It is the performance of experimental information processing
tools that will ultimately determine the “productivity” of Gy | . R e

physics research
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“On April 12, 1966, N.N. Bogolyubov invited me to start organizing a
special Laboratory of Computing Techniques and Automation at our
Institute, | was internally prepared for this: back in 1946, in New York,
| was lucky enough to listen to lectures by Norbert Wiener himself,
who proclaimed the creation of a new science - cybernetics, and in
the early 50-th, already here, we had to equip the first Ural-1
computers at the Institute of Nuclear Problems. Nevertheless, | did
not immediately agree to take up this case, but asked to wait 3-4 days
for an answer. During this time, | have got support from the
leadership of our State Committee (A.M. Petrosyants), and then from
the decision-making body, with support for financing and building a
laboratory at a modern level. After all this, | gave a positive response
to N.N. Bogolyubov's proposal. | have always followed the saying

“Not knowing where is the ford, do not dare crossing.”
M.G. Meshcheryakov
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N0 OBBLEAVHEHHOMY MHCTHTYTY fUEPHHX MCCIEAOBAHVA

“ﬂg 'JL aprycra 1966 rona

B cBasu ¢ pemesnem XX ceccuu YaeHoro Cosera # Komurera
HonHomousnx Ipencrapareneit B cocrape 06BemiHeHHOND HHCTATYTQ
AIePHHX MccIesoBanuii oprasuayerca JacopaTopAs BHUACIATENBHON
TeXHAKA # QBTOMATA3AIVM, HA KOTODYD BOSAAPACTCH:

BCECTOPDHHEE PasSBATHE BHYACJATENBHOH TEXHUKM M BONPOCOB

[IpOrpamMmapoBaHAs B MHCTATyTe, KAaK OCHOBH aBTOMATASALAN 06DaGOTKMA
OKCNEPUMERTAIBHON MAGOPMALAM M MATEMATHYCCKAX DACUETOB JUISA TeO-
JIBHEX . it;

DETHYECKMX i

oGecreyenie BCEro KOMMICKca 06paGOTKA 3KCIHEDPUMEHTANBHON M-
PMALA Ha BHYMCIMTEJNBHHX MAUMHAX 4, NpEXIe BCEro, 06paGoTKA
TOrpafuit ¢ My3HPBLKOBHX M UCKPOBHX Kamep, monydaemsx B OV a
Ha yckopuTese B Cepuyxose;

CBAZA #A BMECTHHX paGoT cTpaH-yda-
craun OMAVl 00 BONPOCAM BHYMCIMTENBHON TEXHUMKM, MPOIpAaMMADOEAHMS,

METOIUK OOp: M ZpyrdM BOODOCAM aBTOM H

KOODIUHAIMA OCHOBHHX DAGOT MO COBNAHMO 4 PASBATMO M3Mepi-
TEJIPHHX LHeATPOB B snadoparopusx OUAN u BHeZpeHMd NADPPOBHX BHYMCIA-
TeJBHEX MAWKMH B 9KCHEPUMEHTANBHHE METONMKM.

DIPUKABHBAD:

I. Bossomurs Ha JlaGOpaTOpM0 BHYMCIMTENBHON TEXHMKA M aBTO-
mMaTasamus Ha nepuox I1966-I967 r.r. crexybuse samauid:

a) COBJAHME WBMEDHTENLHO-BHYUCIMTENBHOTO KOMIIEKea O6He/li—
HEHHOTO MHCTATYTA ANEDHHX MCCIeNOoBaHMi ;

G) aKCIAyaTalda 4 B TeX ciyyasx, KOTAA BTO0 Heo6Xomumo,

BJICKT[ NBHUX MawrH JBTA a4 B u3Mepa—
TeJIBHHX LEeHTpax Jadoparopuit MHcTaTyTa ;

B) cospaHue Kommiekca HPI;

) opr
Boit MHPOpMAIMM.

WeAHCTATY TO LeHTpa Dunsmo-

2. BpemeHHO ocTaBuTH B JAGOPATOpUA BHCOKAX BHEPriit 4 Jago-
PaTOpMU ATEDHEX MPOGAEM HDOBeLeHHe PaspaGOTOK APYTAX CIEACTB
aBTOMATABALMM, KPOME mepeddcJeHsHX B 0.l HacTOAmWero mpuxas:
n paGoTH OO JABHHX LIEHTPOB Ja

49100H K KoHUY I967 roxa
ki cpeicTB aBTOMATA3AIMM B JlaGOpaTOPAAR BHY ACIATENBHOK
4 aBTOMATH3AA.

paropuit, ¢ e

PHPOEATH BCe OC! P

eXHAKK

8. IupexTopy JBTA ToB. MEWEPAKOBY M.T. npeicTaBATh IMPEK—
man MHcraryra k IS5 OKTAGPS C.T. [AaH HAYYHO-IPOMBEONCTEEHHOK
AearensHocty JagopaTopuu Ha I967 ToN, a Takxe OpeiCTABATH Ha
pacemorpenye Yuenoro Copera Mo (U3MKe BHCOKMX DHEPTMA U peli-
crosueit ceccun Yuesoro Cosera O 0 TATY A
TABHHE maaH paspurTaa JladopaTopau Ko Konna IS70 roxa.

4. YrBepnurh cTPYKTypy JadopaTopam BHUUCIMTEIBH
A aBTOMATASALMN:

a) pykoBoncTBo Jadoparopueit,
6) HayuHO-8KCIepUMEHTANBHAA TpINNa,
B) orxex

I. BasMCHHX BHYUCIATEJBHHX MAWAH,

2. WsMepuTeNBHEX LEATDOB NaG0paTopiit,

3. ABTomarusauis,

4. VaremaruyecKolt 06pacOTKA SKCNEPUMEHTANBHHX NaHHHX,
5. ‘BHYACKUTENBHON MATEMATHRY,

/’
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6. OGpaGoTkM PUIBMOBOK MHPOpMALIAH,
7. TpOHBBONCTBENHO-TEXHAUCCKME U
O6cayxuBanus.

5. IIp peTs cosxande B parop
HURH M aBTOMATASAUAA Y4eHoro CoBera MO KBALADAKATMOHAHM EONDO-
cam 4 nopyuaTs paropui ToB. MEUEPAKOBY M.T. nperm-
CTaBTh K MpeXoTOANeH cecoui Vueroro Cosera MHcTUTYTA Mpemio-
XeHAR O 'ero cocTaBe.

6.l pacor B O 4HCTUTYTE B 06RACTI
aBTOMATUBALYY M BHUACJATENBHOK TeXHAKM COBIATH NOJ NpeJCefaTelb—
CTBOM BHNe-TipexTopa Toz. VUETJA U.M. u3 npencrasurenelt iagopa-
ropuit Uacraryra Koopaunamsonnuit Coser, xak opras, pexax
pocam:

CUTENBHON TeX—

Y3

T4. ARMAHACTDATBHOMY Jupexropy OUTM rom. CEFTUEHKO B.H.:

a) mpencraBATh MMpEKWAM MHOTATYTA NpESIOKEHAT O pacnpelre-
JeHN C[RACTB, BWIEACHHMX HA COSNAHME Ga3l DHY MOIATENBHOR Tex—
HUKA i QBTOMATHIAWAN, & TAKKe DEWATH BONPOCK O COCTABE OGOPYAO-
panus (crariu, mpusOpH K T.K.), mepeXasaemoro » JETA ma JBO i
AL

) mepesats ¢ I CeHTAGPA C.I. M3 JAGOPATODIN BHCOKAX SHep~
Tilt 1 JaGOpaTOpHA ANEPHIX MDOGZEM COOTBETCTEYOUYH 9ACTE JMMATOR
10 [OHIY 3apadoTHO MIATH, HA MATeDHATBHO-TEXHAUSCKOE OGecHete-
Hue, 0 i 4 mp. JaGopaTopun 1TeN B~
H0lt TeXHAKM # ABTOMATHBALUM.

15. Mpocurs OCexunenull Veosuli Kownrer i 22 i ero xun-
HO-GHTOBYD KOMICCHD COX[RHATS 32 COTDYRHAKAW, NePEROL
JaG0paTOpii BNCOKIX BHEPIAlt i JaGopaTODAN MICDRHX POCAE

a) pacoMoTpesike Temamideckix wianos Jadoparopai Micturyra
B 061aCT# PASBATHSA CDONCTE ABT( L 0 BHYHCIATEABHON Tex-
HUKH, © TeM YTOGH KOOPAMHAPOBATH BCe aGOTH, NPOBORMME B MHCTH-
y7e B BTO! 0GnACTH;

6) pacnpejiesefde M0 JAGOPATOPAAM JAMMTA PAGOUEro BpemeHd
Ha BJIEKTPOHHO-BHYUCIATENEHEX MAUMHAX ;

B) pacmpefieseHue MO JadopaTOpAAM PECYypcOB M0 06paGoTKE
CHUMKOB ;

T) DacCMOTpEHHE BONDOCOB, CBASAHHHX C OpHOGpETeHHeM 060py—
JTOBAHUA JUIA HYRN aBTOMATASALMM M BHYUACHMTEJBHON TEXHMKA B
TyTE.

HCTi~

7. YTBepAATS WTATHYO udcAeHHocTs Jadoparopan Ha 1966 Tox
B Komuuectse 421 emmaumu; Ha 1967 IOX NpeAYCHOTPETE POCT UHCHCH—
oot JadopaTopan K0 468 emuaiL.

Tl xom.
T ¢ BRIDUEHHENM B e§ mwrar:

BHUHCTATENBHOR TEXHAK

) BuuncauTenbhit LIeHTp WiCTeHHOCTED 278 exul
6) ua JaGopaTopui MIEpHHX MpoGieM - 52 Yed., B TO
I. Tpyona % 4 oriesa 9KcnepuaMeHTaNbHO-ANEPHOR
2. PaGouux (71aG0pasToB) 43 OTAEA

MBUKA, SAHAMADWAXCA ODOCHOTDOM CHAMKOB
3. 43 OTXEJa HOBHX HaydHHX paspadoToK

4. #3 KOHCTPYKTOPCKOTO 6RpO - Buen.
5. #3 DKCMIEDHMEHTANBHEX MACTED - 10 den.
6. M3 OTRENA O6CAYRUBAHHT - Buen

B) i3 JlaGopaTopu BHCOKMX dieprit 86 Ues0Bek, B TOM Wioxe:

I. 43 orflesa M3Mepentt - 35
2. 48 OTAesa HOBMX HAYYHHX PA3pAGOTOK - 28
3. U3 KOHCTPYKTOPCKOTO GRPO =i
4. H3 DKCMEDAMEHTANBHNX MACTEPCKIX - 15
5. 43 ornesa oGCAYRUEAHAA - 5 gen.

8. lupexropy JBTA 7oB. VELEP
» 1966 rony Ha padory B ;
TDOHUAKOR 3 CYeT OBl HACICHHOCTA

OBEK paspadoTuHKOB-aJeK~
Tyra (sa cHeT pakaHciit)

9. Yeemyesue uwucnensocra JBTA B I967 rony ha 47 emuHun mpous—
BECTH B TeveHde Iofa 3a cuer o6pasy: BaKaHoult 4 3a CueT Mepe-
Boza 43 mrara JBI # JAAl coTpyAHMKOB, padoTabuix B 06JACTH COBRAHMA
CPENCTB aBTOMATHBAIMM # BHYLCIATENBHOH TEXHHKM.

10. Iupexropy JBTA Top. MEUEPAKOBY M.T. mpepcraBats k I okTsiG-
A .. WraTHY® paccTaronky JBTA B I966 TOZy @ MiaH wramHol paccra-
oBKM Ha I967 TOx.

II. BpemeHHO, [0 pemeHss BONpoca O pasielenus JacopaTopan Bi-
UMCHATEABHON TEXAUK M ABTOMATHSALMA B HOEOM CTDOAUEMCH Kopmyce
(3nanue, KxoTOpoe pasee npenHashavazioch JAAIl) COXpaHATH 3a MEPEBO-
RuMuamA TORpasieNexnma 13 JaGopaTopus BHCOKMX oHepritit i JadopaTopii
SUEPHHX NpOGJeM SaHAMAEMHE WA ODOMSEONCTEEHANE MJOUATA.

I2. Tepexars B JBTA A OCHAlGHAR OGUEMHCTHTYTCKOTO HEHTDA
10 06padoTke (uARMOBOR HuTopvawia M3 JB3 u JA oSopyRoBate, COT~
JACHO NMpEAATAMOro CHACKA.

I3. TlpenocTaBATH NpaBO HAYYHO-ACCJIENOBATENBCKOR Iy
NIPOBOJATH BKCHEDHMEHTH Ha yoKopatesax B JBS m JAI B yora
UicraTyTe nopAmKe.

JBTA
OBJIEHHOM B

Ha RUATIOLATH B CT:

pHX 12G0paTOpUAX.

JVPEKTOP OBLENVHEHHOTO JMHCTATYTA
ALEPH i

HX MCCIEIOBAHIA

axazieMiK
H.H. BOTOJKEOB

M.G
of th

Sciences, the first

The issue of the management of the new laboratory
and personnel is highly important and fundamental.
Since the new Laboratory is designed to drastically
change the situation with the processing of scientific
information coming from experimental facilities, its
activities should be closely linked to the scientific
activities of our experimental laboratories, it should
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Sciences, Deputy Director (1966-1972)
of the Laboratory (1966—
1988), director of the 4
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director of the
Laboratory
(1966-1988)



LCTA's think tank was a group of mathematicians, organized on 6 b
the initiative of Academician N.N. Bogolyubov in the late 50s
at the LTP under the leadership of Professor E.P. Zhidkov




The year 1967 brought significant success in solving the most |
important task of creating a powerful physics data processing 7/
center. The main rooms are ready in the Laboratory, and the

main components of the BESM-6 high-performance machine

are received and installed. This machine is one of the largest
computers produced in the Institute’s Member States.

MouuTopHas

cucrema

Sl IVBHA"

After 22 years of successful operation
at LCTA for JINR users, BESM-6 was
decommissioned and dismounted.

The creation of a translator from the FORTRAN language, the «Dubna» | m—m———
monitoring system, which was distributed to all BESM-6 machines in the [RURECERUERINLE S AVENEIEICLRT
USSR and abroad (in the GDR, India, etc.), and the «Dubna» operating  AEALCILSUTR SUECRVENG TSy EN ]
R A R R R e e T R L R AR Ll A Support System with a Fortran

of the tasks listed in the order on the establishment of LCTA. translator”
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To radically solve the task of the fastest
implementation of progressive programs

in the FORTRAN language and to provide

our computing center with peripheral

equipment, the directorate decided to :
purchase a mid-range CDC-1604A . g_;%%
machine. The BESM-6 communication | e-2ui60
project with the BESM-4 and CDC-1604A,

as well as with external computers,
fundamentally solved the problem of the
operation of BESM-6, BESM-4 and

CDC-1604A in the single measuring and JINR computing centerin 1968.
computing complex. Transparency for the overhead from the report of N.N. Govorun 7




Hundreds of users... BESM-6 is not enough, one
needs to buy new ones...

JINR cooperates with CERN and computers of the
same type as those at CERN are more preferable

In 1972, the Central Computer Complex was supplemente
with the CDC-6200 computer (later upgraded to the dual-

1976). The complex's productivity increased to 3 million
operations/sec

CDC-6500 successfully operated at LCTA for JINR users for
22 years. CDC-6500 was decommissioned in 1995




At the Laboratory, under the
supervision of Professor
I.V. Puzynin, a scientific
direction on the creation,
theoretical justification and
practical implementation of
computational physics
. methods for the numerical
|.V. Puzynin study of nonlinear
iVl NP multiparametric models of
Quanfum mechorics Rk complex physical systems

Schroedinger Theory of

. Parfial
Multichannel Vmuon catalyzed

equafion bounc; states| | spectral Gl was d eve I (0] ped .

= r —
Hy_Ey scattering prebiem

roblems he o oo = »Nuclear
" he - ec =0 theory

‘ H . .
V=Sie, / Flac)omy The most important contribution

cened £ this field is the development

matter

_—_ heyor of a unified approach for the
in compiicated region eoats— pumerical analysis of nonlinear
NONLINEAR MODELS spectral problems based on a
— e oy 8eneralized continuous analogue

multiparameter Eg;!r:igéels Of N ewto n ! sSsMm et h Od .

“spectral” problem

QCD-models

sl Due to the development of this approach, a number of
pe important physics results have been obtained in the

L theory of muon catalysis, nuclear theory, and nonlinear
sl problems of quantum chromodynamics and condensed
BN matter physics.




Research in the field of computer algebra
and analytical computing was one of the
brightest examples of LCTA's activities.
Vladimir Gerdt was one of the first to start

using computer algebra in the USSR in the
70th. This activity was supported by
Academician Dmitry Shirkov and Professor
Nikolay Govorun.

Under the leadership of V.P. Gerdt, the era
of development and improvement of
analytical computing on computers began.
The introduction of analytical computing
and the provision of maintenance and
development of such computer algebra
packages as Maple, Mathematica, Reduce,
Form were becoming one of the most
important areas in the activities of the
Computational Mathematics Department.

CDC-6500 was powerful enough for the

implementation of the universal

computer algebra systems such as These works are still ongoing at the MLIT
REDUCE and SCHOONSHIP (1975). Algebraic and Quantum Computing
Department

10



It was necessary to ensure
inter-machine operation
both in remote batch
processing mode and in
interactive mode

Cable lines for 500 Kbytes/s
and at a distance of up to 7 km
were laid from the LCTA to all
the main physics divisions of

the Institute, which had their
own measuring centers and
computers connected with the
installations.

F———————————— T e e

i ’ I IHEP Serpukhov
|Egr%1£valuatlon Centre | Mag CDC-6200 Mag |2EL Serp :
: HPD ol B NG &= : BESM-3M |
| 1604A == Basic Comp. Centre | ——— —— q ) |
| | =<I100m 200 km | |
| AELT | BESM-4 : BESM-6 | . :
| | | Electronic
I PU0S | | equipment :
I as) [ BESM-4 | M-6000 : I
| I Graphic display | Accelerator (70 GeV) |
| BPS-2] | Al « 7/ /N N T T~
| (6) |
e ——_ | 0,5+5km
| il _ /T == I

- —{ 1pA |1 I mpe . ||
| BEslM : | S| | Minsk22 | [ Minsk-2 1| pswa | {TRAL oo ||
| ] | |
M Blectron L ] I l
| ectronic . ) | | : | :
| | equipment | Measuring Measuring | Measuring | Electronic | |
| | centre centre DNS | | centre | 1| equipment | |
| 3 i | |
| | |

: Synchrophasotron | | Synchrocyclotron I : | | (DND) |

(10 GeV) (LHE) | | (680 MeV) (LNP) Jl Reactors IBR ~ (LNPh) | ILAccelerators |

R g —— |

What happened back in the early 70s, just 3-4 years after BESM-6 was
commissioned at the Institute, is shown in the picture

11



In high-energy physics
research in the 60s and

70s, studying the
interactions of accelerated
particles with matter using
bubble and other optical
tracking chambers played an
important role.

To study the patterns of physical
processes occurring during such
particle collisions, it is required
to measure manually tens and
hundreds of thousands of
photographs.

It was natural to think about
automating such complex and
repetitive processing processes

The automation of chamber image processing at LCTA was carried out simultaneously
in several areas, mainly in the Automation Department under the leadership of

Y.A. Karzhavin. To process the photographs obtained with JINR track chambers, and
subsequently the chambers of some other institutes, a Film Information Processing
Department was established at LCTA under the leadership of V.I. Moroz.




Since the first years of its creation, the Laboratory has been developing and creating
automatic and semi-automatic devices for processing film images: automatic
mechanical scanning HPD ( Hough P.V.C. and Powell B.W. Device), a high-speed
precision instrument for measuring photographs from bubble chambers on the
CDC1604A line (electronic components developed at LCTA under the leadership of
Yu.A. Karzhavin ) and with a capacity of 180-300 thousand events per year




On the initiative of M.G. Meshcheryakoy, the
Laboratory began developing a series of
automatic machines for processing photographs
from bubble chambers. While visiting a number
of institutes in the USA, M.G. got acquainted with
the Laboratory of L. Alvarez. He was particularly
interested in the development of a special
scanning device called the "Spiral Reader".
Alvarez presented him with a general view
drawing of the main assembly of this scanning
device, the so-called periscope, and a group to
develop such a setup at LCTA was organized under
the leadership of Professor R. Pose and V. Kotov

The first mass measurements of images
began in 1974, after which there followed
the continuous modernization of the
device, improvement of its mathematical
support, work on connecting it to BESM-6,
CDC-6500 and mass measurement of
images from the RISK spectrometer and
other devices until the end of the 80s.
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The next device was a cathode-ray tube scanning machine (AELT),
characterized by an electronic method of reading information from images,
designed to view and measure tracks in images from spark chambers
connected to BESM-4 computer (head of work V.N. Shkundenkov) and with
a three-shift work capacity of about 3 million images per year.

The next version of the AELT-2/160 was used not only for measuring
film images, but also in applied research, for example, a number of
software packages were created and photo processing was organized
on the AELT-2/160 scanning system for measuring fundus vessels and
tumor formations in eye cells. The AELT-2/160 scanning machine
created at LCTA JINR was used for processing black-and-white films, as
well as color films




TN

JINRMk )

Much attention was paid to the creation of effective tools for human-
computer communication, in particular, for human-computer dialogue
using on-screen consoles developed on the basis of cathode ray tubes
(displays). Several types of graphic displays developed in the Laboratory
for both mid-range and small computers have been put into production.
The displays had high technical parameters and modern design. They have
found application not only in the Joint Institute, but also in a number of
institutes of the Member States.

16



The measurement results of the film information must )}

be processed in order to obtain real physics results. For M /
these purposes, LVTA has been developing experimental
data processing software systems. In the beginning,

lMeocmoTP, usmeperue u
HakonneHue  JaHHbIX

N (T Usmepenue
mémwa 2 AR HEPII | ma|Cbopka
-6Ln c - -1
Pasine £ M- u BCM-6 e
M.n

thes ams in computer codes.
egrempu- Lmamuerny]
sl S5 i CBopra e [Terebo et ,M;M%ﬁ: K Next step - programs such as GRIND,

] [P e Nasd %) |5 BEE]™" 511cE and SUMX in ALGOL for BESM-4

(e f.{.f"‘..."‘:.;f The TINPUT-THRESH-GRIND-AUTOGR-SLICE-SUMX software chain
on FORTRAN was put into operation to process film information

from JINR hydrogen bubble chambers on the BESM-6 computer.
Communication of data between the programs goes via magnetic

) loacmore u us-
- NNenxa |mepewue  Ha J&'y” feHma

|rpocmompoberx
cmonaoe

Bl In 1972 a system called HYDRA was put in

& Opberation as a framework for new bubble
™R chamber program. Its purpose was to provide data
| modularity and program modularity

i \1‘;‘,‘._ In 1997, after 20 years of using old programs and
#&* with the development of computing technology, it
E_ was time to rethink approaches to processing large
= amounts of data, and the old one was replaced by
an object-oriented approach and ROOT (Rapid
Object-Oriented Technology) was born.

The "Collection of Libraries of ProgrRams and software complexes" was awarded with gold,
silver and bronze medals of the VDNKH of the USSR. The team that prepared a number of

library programs under the leadership of N.N. Govorun included V.P. Shirikov, R.N. Fedorova,
L.S. Nefedieva received the USSR Council of Ministers Award in 1986. 17
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replaced by a filmless one, and the
main work on automating the
processing of photographs was
completed in 1993 and the created ; . : :
installations were transferred for l“"”%J Loer | fuorare ‘%%J oo | [""m?l st | Lie ] lomirhici ey

l |

Yyenoid In.
CEKP. WHXEHEP

41 60 3
operation to the Film Information tirc
Processing Department, which was - i e 1

- | ] [ ] 1 1]
155 [S[a3[s] [z0]63 8[15 i 6 ' o ‘ . :
closed at the end of 1996. The alelerel BRTRE] B [efel [alee] B R FeFRlviorers] o) s el = 1ok Wield (R
e —falm . . mlo ~lad fe|fmirlo|o|s] |~ TSE| |83l (LBl |5 afwl It
closure of these departments led to SRR RE AR selR) Rl EERAREE B R Y 1 |siY gl (RS e
. . . . E';'_ 9%;’_ EE I [+ o Lol ot - l:‘:el:!:g‘: gc uﬂ::l‘ E:ge <.-::;; Em z‘fﬁ? g\:g;‘:
a reduction in full-time staff, which HEEEREEEEREE SR N R R E B R N R T HERERE
decreased to 365 people in 1997. "~
\ s "‘S 5
' \\€ o 1 Wt : -
N o SR A S W3MEPUTEALHO-BbIHUCAUTEADHDIN
. < -~ 1‘. >
Tl L3 NE BEIETLES KoMNAEke OUAU
SVIREl  [an. BlaigisisER
2
Aupesrop ABTA MEiEpskos M-I

18



2 '///////
4 ; NI

ey

ES Computers Family

1981: Commissioning of a single series of
computers — ES-1060, ES-1061. Connection of
end-terminal devices to all JINR base computers
(Intercom and TERM subsystem).

1989: Commissioning of the ES-1037, ES-1066
computers, organization of a multi-machine
complex of ES computers based on shared disk

memory.

In the second half of 1996, all ES machines were
decommissioned.
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1985: The first institute-wide terminal network
JINET (Joint Institute Network) has been commissioned.

The software for the network equipment for the JINR
local area network was fully developed at LCTA under
the supervision of Professor V.P. Shirikov.

The reason for the network's own software development was the
most prosaic: : it was possible to order its manufacture by one of
the Western companies for several hundred thousand dollars,

and that's when N.N. Govorun appealed to the professional pride

of his team: "Money is tight, time is running out, can't we do it
ourselves?!" AN -

1986: Mass acquisition of personal
computers “Pravetz-2”, compatible
with IBM PC/XT; PC inclusion in JINET

1987: The organization of a parallel
to JINET and its associated high-speed @
ETHERNET network (up to 10 MB/s)
begun. The JINET become a member
of the international computer network.

20
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Film-based information was replaced by a filmless method of

information registration.

This required the development of computer technology and
appropriate mathematical support for using computers
connected to experimental physics installations.

I.M. Ivanchenko's group at LCTA has developed a large
set of programs to ensure the operation of various
experimental installations connected to a computer. This
complex includes programs for monitoring the

equipment and accumulating information in real time,
programs for finding parameters of an experimental
installation, etc. and is applicable to a whole class of
experiments conducted using equipment on-line.

An important stage of the work was associated with
the experiments on joint JINR-CERN NA-4 experiment,
I.M. Ivanchenko's group installed a software system on
CDC-6500, developed jointly with staff at the CERN
Data Processing Department. The system includes all
the mathematical software of the NA-4 experiment
necessary for data processing at JINR (HBOOK, ZBOOK,

FFREAD, LINTRA programs).
21



1992 - 1996 Implementation of the scheme for connecting JINR's local network and J.NRr;&\)

] cooperating organizations to the Western HEPNET (High Energy Physics NETwork) using

& satellite communications

ETHERNET OI/IHH

Intelsat cnsco VAX
E
(3355E) ROUTER W

HERNET >
EARN, ...

Y 48 Kour/c
M DTE (HoBocnGupck)
HASLER CODEK
9%‘?";;“ X'ZS/‘/ DTE (LIEPH)

8 INFN /Z/ [epmanus

= X.25 —z— (Loiiten,

< 4.8 Kﬁr? = Jlpesen)
=

1987 — the JINET network is
connected to an international

computer network using the 2
=
X.25 protocol (2 hours/day) Wi
EEIB B;E: m:ﬁﬁ: :%a?nd H?::alp Sﬁnh Na&pe E;?n( Security ;? m b PSI
7B & Location: [ntip /www jint 1o/ - ~] €2” What's Related 2345 VAX
| AnstantMessage [ Internet (4 Lookup (4 NewaCool (3 Netcaster [3) SUBDIVISIONS
JINR || INFO | NEWS || ACTIVITIES | LABORATORIES | SUBDIVISIONS S\ . ,HOI]. LCHTP
: . ~ e KOMMYTallnH
Wbleame ta Taint Tnstitute. ) (— ) (HSN64) HA3eMHbIX JIMHUIT

SDM 650 % JKJ1 400

9.6 Kour/c
CepryxoB  AGoment
(MPBY)  rpynmer 1 IIEPH  Cepuyxos
rpynmna 2

Work on the organization of terrestrial and two satellite communication channels via
the TCP/IP protocol of the JINR local network with global networks and on the
introduction of the first WWW servers begun. 1200 computers were connected to the
network. 29
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TR I T P pyisaeoN Il 1992 — 64 Kbit/s satellite communication channel with the HEPNET network node in Italy O i
step by step 1994 - 64 Kbit/s satellite communication channel with the DFN network node in Germany
1995 — 128 Kbit/s terrestrial communication channel with the INTERNET node in Moscow

1997 — 2 Mbit/s optical communication channel JINR-CCS Dubna-Shabolovka-M9
2001 - implementation of the Dubna-Moscow ATM communication channel project with a capacity
of 622 Mbit/s (155 Mbit/s for JINR)

1599300

193.124.144.0

2002 - JINR satellite channel Dubna - Alushta (the first
channel in Crimea)
2005 - implementation of the Dubna-Moscow

g communication channel with a capacity of
2.5 Gbps i&”:‘ L 2.48 Gbit/S (1 Gbit/S for ."NR)
<@ Ry, -y

2008 - JINR's telecommunication channels 10 Gbit/s

2009 - implementation of the Moscow-Dubna
communication channel project based on DWDM
technology (20 Gbit/s)

2014 - redundant dedicated channel at CERN for Tierl in
Russia (together with RSC KI) 10 Gbit/s

2016 - JINR's telecommunication channels 100 Gbit/s

2019 - JINR's telecommunication channels 3*100 Gbit/s
Direct channel JINR-CERN 100 Gbit/s (LHCOPN)

Yoyoveame e \ -
P W RBNET MTERNAL
\ +RUNNet

1Gbps

7

27 % Brocade
<’ o oo 2022 - JINR's telecommunication channels 4*100 Gbit/s
Direct channel JINR-CERN 2*100 Gbit/s(LHCOPN)

23
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1989: Commissioning of a cluster of VAX-8350 machines @m, )
1995: CONVEX family superminicomputers (C-120, C-220). Decommissioned - 2003
1996: Commissioning of the DEC ALPHA 2100 base server for the JINR Interinstitutional
Information Center under the BAFIZ project with open network access via WWW.
Commissioning of the C3840 multiprocessor vector system. Decommissioned - 2003

1997: Creation of a specialized

distributed SUN cluster for the
LHC CMS experiment at JINR

1998: Creation of the JINR high-
performance computing center
based on the HP Exemplar SPP-2000
massively parallel system and the
ATL2640 mass memory system on
DLT tapes with a capacity of
10.56 TB and a 10 TB mass memory
system

ATL J-class

i t
SPP2000 i @% SUN
Clustet i‘”‘

CONVEX |-
Cluster

PC-farms




2000 - Reorganization of LCTA into LIT

| Development of computer
I| technology and programming
issues

Providing the processing of
experimental information on a
computer and, above all, the
processing of photographs from
bubble and spark chambers
obtained at JINR and at the
accelerator in Serpukhov

Providing communication and
coordination of joint work of the
JINR Member States on issues of
computer technology,
programming, and development of
data processing methods

Coordination of the main work on
the creation and development of
measuring centers in JINR
Laboratories and introduction of
digital computers into experimental
methods

Transition of
developed countries to
a single information
society.

Transition to
distributed computing,
ensuring participation
in large international
scientific projects
(LHC).

Need for connection to
computer networks for
science and higher
education.

Application of
international
standards.

Transition to electronic
methods of particle
detection.

Organization and development of high-
speed telecommunication channels,
reliable, secure and high-speed local area
network, distributed, high-performance
computing infrastructure of JINR and its
Member States

Provision and development of information
and software support for JINR’s
scientific and production activities

Development of new methods of
mathematical modeling and analysis of the
results of theoretical and experimental
research in the fields of elementary particle
and nuclear physics, condensed matter
physics and radiation biology, as well as
computations of large physical installations
developed at the Institute

Providing assistance to organizations and
research centers of the Institute’s Member
States on the implementation of advanced
information technologies

25


Выступающий
Заметки для презентации
В 90-е годы весь ОИЯИ переживал тяжелый переходный период. В новых геополитических условиях нужно было по-новому определить место Института в мировом научном сообществе. Это, конечно, коснулось и ЛВТА. Но к специфическим проблемам ОИЯИ добавились проблемы, которые были связаны с всеобщим переходом развитых стран мира в единое информационное общество. Это означало: отказ от морально устаревших больших универсальных ЭВМ с огромным штатом обслуживающего их персонала; отказ от идеологии создания единого вычислительного центра Института в пользу распределенных вычислений; участие в крупных международных научных проектах; подключение к бурно развивающимся компьютерным сетям для науки и высшей школы; применение международных стандартов. Кроме этого, свертывались работы по автоматизации обработки камерных фотоснимков, так как эта методика была заменена электронными методами детектирования частиц. Эти обстоятельства привели к глубокому пересмотру научно-технической программы Лаборатории, повлекшему за собой реорганизацию структуры Лаборатории и существенное сокращение ее штатной численности. Внешне эти изменения отразились в переименовании ЛВТА в Лабораторию информационных технологий (ЛИТ).


V.V. Korenkov

COMMON jﬂ
\ PC-farm ‘

INTERACTIVE . :
PC-farm -

V.V. Mit

7NN
2000 Creation of a shared access PC farm as part of the JINR Computing @M;; )
Center for CMS and ALICE experiments.

In January 2001, the 89th session of the JINR Scientific Council, taking into account the need for
scientific and technical cooperation, recommended considering important: ... participation in

collaborations on the Data Grid and Grid projects in Europe and America; creation of high-
guality communication between the JINR computer network and scientific networks of the
Member States.

The signing of the protocol between CERN, Russia
and JINR in 2003 is an important stage for
participation in Grid projects. To fully participate in
the projects, the RDIG consortium (Russian Data
Intensive Grid) has been created as a national
federation to participate in the largest project, the
EGEE Project (Enabling Grids for E-science in
Europe) and the JINR Tier2 starts

i
N
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JINR's cloud infrastructure was put into operation in early
2014. The migration of educational, research and test grid

infrastructure services to virtual machines in the JINR cloud
service has been completed.

"""" JINR (Russia):
integrated PRUE (Russna)
s integrated
IN!’ (Belarus): Battc Ses

integrated GTU (Georgia):

A work in progress
& —
a
<"

SU (Bulgaria):
maintenance

THE $NTER

INRNE (Bulgaria):
integrated

JINR cloud resources are used
to solve a wide range of tasks:

i ) k8 B4 | various services for the _K, P gastat
NOvA/DUNE, Baikal-GVD,
:1 JUNO, Daya Bay experiments;

= COMPASS production system
components; resources for
BM@N and SPD users, DIRAC
services of the JINR DICE,
UNECE ICP Vegetation data
management system; service
for the disease detection

of agricultural crops using
advanced machine learning
approaches; etc.

INP (Uzbekistan)
integrated

NOSU(Russia):
integrated

JINR cloud is one of the resources providers
for the users of the Distributed Information
and Computing Environment (DICE). The

O

ometheus

Test
JPMS

JINR DICE consists of clouds deployed in
some research and/or educational
organizations of the JINR Member States

Data
management
system
for moss

Users VMs

HEPweb

web-sites
Tt [ helpdesk  dev&hosting 15 Grafana ' ‘
testbed 1
/,
[ OpenNebula |
1 gg,M,, 1 a .\/ BAIKAL-GVD
a .,,,,.,h,
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NA65

GitRunners Thanos Pr
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On March 26, 2015, during a meeting of the JINR Committee of Plenipotentiaries in LIT, a presentation of @ﬁﬁ?}
the Tier-1 center for CMS experiment data processing at the Large Hadron Collider took place

Tier-1 center - 100% reliability and availability of the cluster, a long-term data storage system - 10-Pbyte robotic tape library, isolated module,
providing climatic conditions, together with powerful uninterruptible power supplies and diesel generator units outside the LIT building

' e ——
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2014 marks the In 2018, the Multifunctional Information and Computing Complex was @Mﬁl')
commissioning of the replenished with a new rising star: the “Govorun” supercomputer was
HybrilIT computing successfully commissioned. It was a heterogeneous computing platform
cluster. JINR and containing computing components with nodes based on Intel® Xeon Phi™
Member States’ staff 7290 and Intel® Xeon® processors Scalable, as well as a component with
JEVERG T ELTRIBAGEN  \VIDIA V100 GPU (DGX). "Govorun" is the world’s first hyperconverged
pe.rform caIFuIations : and 100% hot-water cooled supercomputer based on advanced liquid
SUAHEERICEERUES  o0ling and a number of RSC own innovative [T WETTN:

units (GPUs) solutions. for "The Best IT
solution for a
Data Center"

“Govorun” today: 1.7 PFLOPS total peak performance with double precision

26 PFLOPS peak performance for Al
10.6 PB data storage systems




-y —h—o

Monitoring LD

JINR Tir-1 farm average load

RS
9000004 @B
16005005 | oo M
3a010-014 || eeeage

015019 89.38%

Tior-1 farm toad

Enabling Grids
for E-scienckE

142020024
142025029
142030032

14d000-004
L]

734005009
34010014
34015019
134020-024
144025029
14030034

14035039
739040-084
Tdd045-049
dvi-ctarh01-03 R

S &F

B e

005,009

166-85) - BLS

SR o o0y MRRRE

s mme {5 =

(eomm His=3 015019 CEESTE
106251 enst o105 @ MRS
e enstutos 06 B BB

rabooo-004 N N
raboos-000 NN

4051.37
661.96

1500000

88 General /start Dashboard #r < e

1000000

Tier-1 status Tier-2 status Cloud status cice status Govorun sta. HybriLit Tier-1temp. Tier-2 temp Module-4te. Tier-1.pdu Tier-2 pau module-4 pdu

Tier-1tape space Tier-1cms mss space Tier-1jobs

500000

o7/01 07108 o716 07124 08/01 08/08 0816 08124 00101 09/08 09116 0923

50.6 P8 2.65M

 Tier-1 cms dCache space Thor-1cores

IR e e e

Tier-2CMS totalspace & Tier2Allcototalspace Tier-2obs.

R

i RU-JINR-T2 — day efficientty statistic (custom VO) 2022

100%

= et e ' W“V\/\/W\/\//\/\f

o

07/01 o7/08 o716 o712 08/01 08/08 o816 N 09101 09/08 09716 09123

RU-JINR-T2 — Total number of jobs by day (custom VO)

Tier-2 Atss total space Tier-2 cores ®

= L 60
1.94 p8 10364 el e Ko B =il e e B o i e i e M £ wo |
Lo ouespece S| | oveony Syws a3 P Coionn mrersge oadper day P} Covenia manos oadpardey OA) 8 4 ||||||||||I||||||||||||||||||||I|||II|II||I||I|I| ||I|I||I|I|I|||||||||||. |I|.I "|||II|||
o 0 G628 o703 o708 M3  O7M8 0723 o728 OBl OBO7 Oz  OBN7  OBz2  OBZ7 OGO O0/06 OO/ 09fs  09/z1
751, 15680 ;
xS — s Sum HS06_cpuclock hours for cms_mcore (custom VO) from 2023-06-27 to 2023-09-24
? JINRtotal eos space ‘Govorun KNL HT cores w 7
22.4r 4320 e
JINR cloud CPU cores. JINR cloud total RAM y JINR cloud total CPU usage, % RU-JINR-T2 Sum CPU HS06_cpuclock hours from 2023-06-27 to 2023-09-24 RU-JINR-T2 jobs from 2023-06-27 to 2023-09-24
2 | oo Value Percent § Value  Percent
5152) eo6mEl] < — = — p &
ik I - gy S— T cms_mcore 41630389 25% - atl_mcore 10128 19%
JINR loud total awsp... IR cloud ot useas E—
— heb saseases  20% o3 6%
| = aice orsas 1% esan 1
3.84rs 1.44ps i e e s S G gmm o o’ Scb o O
aosmm % -t a8 s


Выступающий
Заметки для презентации
For a robust performance of the complex it is necessary to monitor the state of all nodes and services - from the supply system to the robotized tape library. 



In March 2021, the Committee of Plenipotentiaries
decided to assign the Laboratory of Information
Laboratory of Information Technologies the name of

Mikhail Grigoryevich Meshcheryakov

for his outstanding contribution to the creation,
establishment and development of the network
infrastructure and information computing complex of
the Laboratory, the Institute and the participating
countries.
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Multifunctional Information and Computing Complex i

Four advanced software and hardware

M I C C components
» Tierl grid site (distributed data processing)
DIRAC, PanDA, etc.

» Tier2 grid site (distributed data processing)
» hyperconverged “Govorun” supercomputer
» cloud infrastructure

Distributed multi-layer data storage system

Govorun > Disk
isks
1.7 Pt > Robotized tape library
Engineering infrastructure
> Power E EE
» Cooling -
DATA STORAGE 130 PB Network E

NETWORK 4x100 Gbps » Wide Area Network micc.jinr.ru
R@COOLING 800 kVA@1400 kW > Local Area Network

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and

availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan
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Modern research in the fields of high energy physics and nuclear physics requires the use of sophisticated modeling
methods, data processing algorithms and specialized software. From year to year MLIT has developed and

successfully implemented a number of tools and approaches to solve the problems of modeling physical systems,
processing and analyzing experimental data. These methods and algorithms play a key role in such large-scale
experiments as BM@N, MPD and SPD (NICA), CMS (LHC), ATLAS (LHC), JUNO, Baikal-GVD, etc.

\l“' \ 1%/

Development of mathematical models, methods and codes
for modelling and analysis of HEP experiments

o

PANDA 33




Methods, Algorithms and Software Sr

In 2024 the MLIT staff published

>200 scientific publications,

4 monographs,

>100 articles within international
collaborations

presented over 150 reports at
international and Russian
conferences
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Mathematical Methods and Software 6,;2_\)
for Experimental Data Processing and Analysis

» mathematical methods and software, including based on ML/DL algorithms
for modelling physical processes and experimental facilities, processing and
analyzing experimental data in the fields of elementary particle physics,
nuclear physics, neutrino physics, radiobiology, etc.

Sk the creation of systems for the distributed processing and analysis of
Skl experimental data, as well as information and computing platforms

Simulation of Physics Reconstructionand Data | Software Environment for
Processes and Facilities Analysis Experiments

P. Gevic ) )
Gradient-boosted decision Deep GNNss for solving tracking
trees for PID in MPD problems in BM@N, BESIII|, SPD

oooooooo

DSl [ e . . . Particle trajecto i
IR Physics event simulation . . - ol pro_cessmg T
Event Selection recon5tru Ctlon anaIVSIS mUdEIS
GEANT-simulati f C oy . eee  un
Simutationo Particle identification Data models

experimental setups

Reconstruction of physics  Software platformsand

processes systems
M 1 DetectorResponse 3 Experimental data Development and
e h Simulation i . =
Suuulatl(:l1 P é anaIVSIS maintenance D’f DBS
Calibration/Condition/ete . z E\'E"t ViSUﬂIizatiﬂn
Data Bases i 35




G.A.Ososkov
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In the early 90s, LCTA began work on the development of new algorithms and the creation of S
programs based on them for the use of neural networks and cellular automata in the search

and analysis of events in electronic experiments. The Laboratory implements these methods in
software packages for modeling physical processes and experimental installations and in

systems for analyzing experimental data. A decisive contribution to these studies and the
application of neural network methods in JINR tasks was made by Prof. G.A.Ososkov.

In addition to classical approaches, a number of algorithms using machine and deep learning

were developed under his leadership too.

One of the latest examples:
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Application of Al technologies to solve various problems
in the f eld of agriculture

- image classification in
conditions of a small
training sample.

- software and hardware
solutions for organizing
automated control and
accounting in greenhouse
complexes.

- methods and means for
organizing mobile object
tracking complexes.

e kL

Intelllgent Elatformwf
determining the state of
agricultural and decorative
plants doctorp.ru

Applications of Al technologies and Earth remote
sensing data to predict the state of the environment

- The prediction of air
pollut1on by heavy metals
using biomonitoring data,
satellite imagery and
different technologies of
machine and deep

. learning

2 Intelligent Environmental

Monitoring Platform
moss.jinr.ru

Radiobiology and Life Science

BIOHLIT project web services on the ML/DL/HPC ecosystem of the HybriLIT platform
(joint projects of MLIT and LRB )

The ML/DL/HPC ecosystem

Webapp Metadata DB

top of ML/DL
technologies
modern
solutions for data

API-! Sérver u

storage, processing | !

— ML\% e;g_svsten?
and visualization — o
istical 1vsi JINR EOS <’§Free|PA L
statistical analysis S - 32;%

MunoDB
Supercomputer
Govorun

Information System for Radiation

Biology Tasks
bio.jinr.ru

. A Lo ol R g
gy I 3 - R
. 4
/ i o
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The IS allows one to store, quickly access and
process data from experiments at LRB using a
stack of neural network and classical algorithms

of computer vision, providing a wide range of
possibilities for automating routine tasks. It
gives an increase in productivity, quality and
speed of obtaining results.

G

Web service for detection and analysis
of radiation-induced foci (RIF)

https://mostlit.jinr.ru

The web service functionality allows
processing fluorescent images and
providing analytical information:
cell area,

average number of RIFs per

cell and per set of images.

Upload the Marking Deleting some
image the cell nuclei cells

Extracting cell
images

Marking foci )
per cell >

Obtaining
numerical data
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JINR performance indicators tracking o
X .
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JINR development strategy.
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ADMINISTRATIVE SERVICES

INFORMATION SERVICES
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f Phonebook
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ﬁ.. JINRex

Service for planning and logging excursions at JINR

=¥ DMS ‘Dubna’

TN

JINRML.

JINR Digital Ecosystem

a single window into the JINR digital
environment

Along with scientific tasks, Laboratory also solves the
tasks of creating and maintaining scientific, information
and administrative systems. From year to year, work
was systematically carried out to maintain previously
developed databases and information systems, and to
create new ones based on user requests. This experience
has allowed us to create a JINR digital ecosystem platform
that

integrates the existing and prospective services for
supporting scientific, administrative and social
activities, as well as maintenance of the Institute's
engineering and IT infrastructure

has access to the system based on the JINR Single SignOn
(SSO) authentication service — a single login and access to all
services through a single account

information is updated promptly and regularly by service
owners

has convenient interface for service administrators
supports bilingualism: Russian and English

has mobile version of the system .
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T hank you for your attention!
We look forward to our friends and colleagues in 2026
for the Anniversary of the L_aboratory
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