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SPD Data Overview

SPD (Spin Physics Detector) 1s a universal detector of the NICA collider
(Nuclotron—based Ion Collider fAcility), built at the Joint Institute for Nuclear
Research (Dubna), and designed to study the spin structure of the proton, deuteron and
other spin phenomena with polarized beams of protons and deuterons. The expected
volume of data collected from the SPD experimental facility alone is measured in
petabytes per year, to this volume it 1s also necessary to add secondary data generated
during processing and data that will arise during the modeling of the studied physical | |
processes. . | oorp.  Mapr
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Sign in with your SPD credentials

Rucio is an open source software package that provides
scalable functionality for organizing, managing, and
accessing data. Rucio organizes a single namespace,
realizing the possibility of data management, interacting

with the entire storage space as one. @‘ Data Transfer Service

| FTS3 (File Transfer Service 3) is a service for reliable and managed copying of

... S ) large amounts of data between distributed storages. FTS3 is used:
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parameters

mass modeling

PanDA

reprocessing

Data “\ ' R I I Task ID Task name 1 | Status Start date End date Walltime Total events Events per job Total jobs Out DS size, GB Out Log size, GB

371 PROD2025-017.RECO finished 22 May 2025 23 May 2025 11 None None 4996 12840.12 2.60
370 PROD2025-017.SIM done 20 May 2025 21 May 2025 37392 20000000 4000 5000 13114.05 1.12

Panda_db 369 PROD2025-016.RECO finished 10 May 2025 13 May 2025 30 None None 9999 18557.43 5.07

368 PROD2025-016.5IM done 08 May 2025 09 May 2025 22931 40000000 4000 10000 18365.39 1.92

367 PROD2025-015.RECO finished 07 May 2025 09 May 2025 23 None None 9992 18543.30 5.05
® Successful Iy processed 366 PROD2025-015.5IM done 06 May 2025 07 May 2025 24486 40000000 4000 10000 18362.72 1.97
about 300k jObS Q 2 1 7 k 365 PROD2025-014.RECO finished 04 May 2025 06 May 2025 24 None None 9991 18540.20 5.05
FINISHED 364 PROD2025-014.SIM done 03 May 2025 04 May 2025 24612 40000000 4000 10000 18358.86 1.96

® Total output datasets volume — 363 PROD2025-013.RECO finished 02 May 2025 04 May 2025 20 None None 9992 18536.20 5.06
more than 425 TB Q 362 PROD2025-013.SIM.2 done 30 Apr 2025 02 May 2025 24899 40000000 4000 10000 18357.95 1.93




