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SOFTWARE & COMPUTING ECOSYSTEM

MPD experiment

TPC installation: Beginning of 2026
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R&D GOALS FOR TPC

ESSENTIAL OFFLINE FRAMEWORK 
RECONSTRUCTION OBJECTIVES 
(for the real experiment)

- Realistic detector geometry
- Accurate & fast clustering / hit extraction
- Accurate & state-of-art track reconstruction 
- Other (electronics simulation, calibration) 

- Software requirements - also very important!
- Code quality
- Modern tools & packages
- PM & Maintenance



ACTS: A COMMON TRACKING SYSTEM

Track Finding with Combinatorial Kalman Filter
• uses KF on multiple branches
Vertex Finding

“The ACTS Project”
A. Salzburger et al.

ACTS for Nuclear Physics, Berkeley, 2025



DEVELOPMENT STRATEGY & TOOLS

Environment

- Virtual machine with full build (alibuild)

- 71 packages (currently)

- All source codes can be debugged 

(ACTS, FairRoot, ROOT,….)

- Recompilation intelligently done by 

alibuild

- Patching dependencies

- Custom features needed for MPD 

outside of MPDRoot

Effective development otherwise impossible
- Lack of documentation
- Overall complexity

Modularization  

• refactoring existing codebase to common API
• runReco.C with switchable modules
• libraries that can be benchmarked against each other

- TPC clustering / hits extraction
- TPC tracking



ACTS IN MPDROOT

ACTS pipeline in MPDRoot

J.D. Osborn et al. 
“Implementation of ACTS into sPHENIX Track Reconstruction.” 
Computing and Software for Big Science, 2021

Cylindrical virtual geometry
• Sectors & Layers
• Implemented by parsing the ROOT 

TGeo geometry and converting the 
TGeoNode volume into Acts Surface

• heavy, phased out

Native MPD TPC geometry
• 24 Sectors & 53 Padrows
• no conversion: 

Volumes & Surfaces are created 
and glued together directly

• faster, lightweight

A.Bychkov

TOF detector added on top of TPC
• ACTS CKF acting in a single space

where both TPC and TOF are located
• TOF matching 



CLUSTERING & HIT EXTRACTION

V.Krylov, A.Krylov

FAST CLUSTERING

• Unique algorithm
• 24 threads (POSIX threads library)
• ~100 times faster than standard clustering !



INPUT DATA 

Experiment  

• SAMPA data
• detector calibration parameters
• noise information 
• no mc branch



TRACKING EFFICIENCY
CKF enhancements: much better efficiency, far less fakes
Native geometry, Fast clustering: more efficiency improvement

Efficiency Fake rate

• UrQMD, 200000 events 
• 9 minimum hits per track
• P_t > 0.1 GeV

Maximizing efficiency – initial priority

Duplicates to be handled by 
Ambiguity Solver (not yet implemented), 
which will decrease efficiency

See: A Common Tracking Software Project
Computing and Software for Big Science,
X.Ai et al, 2022

Performance of Track Reconstruction at SCTF
Using Acts, EPJ Conferences, X.Ai et al, 2024

“Implementation of ACTS into MPDRoot”
S. Hnatic, J. Busa Jr., A. Bychkov, A. Krylov, V. Krylov, A. Moshkin, O.Rogachevsky

MMCP ‘24 Proceedings, PEPAN



TRACKING SPEED

STANDARD + DEFAULT KF µ = 18.12 s / event σ = 4.28 s / event

STANDARD + ACTS cylindric geometry µ = 31.12 s / event σ = 2.27 s / event

STANDARD + ACTS native geometry µ = 21.95 s / event σ = 5.60 s / event

FAST + ACTS native geometry µ = 15.09 s / event σ = 1.42 s / event



CLUSTERING COMPARISON

Preliminary tests

• better efficiency
• comparable fake ratio
• ~100 times faster 
• extracts ~20% more hits
• better memory management
• clean code 
• room for improvement

V.Krylov, A.Krylov



ACTS PRIMARY VERTEXING
ACTS VERTEXING SUITE

PERIGEE TRACK PARAMETRIZATION
Track selection:  |d_0| < 2mm

X-X                                                               
true

Y-Y                                                               
true

Z-Z                                                               
true

- many tunable parameters

1000 events, BOX generator

Schlag S. “Advanced algorithms and software for primary vertex reconstruction 
and search for flavor-violating supersymmetry with the ATLAS experiment.” 
Dissertation, Johannes Guttenberg-Universitaet Mainz, 2022.



TPC TRACKING SUMMARY & FUTURE 

TRACKING

• ACTS implementation written for MPD
• Continuously upgraded
• Native geometry written
• Clustering replacement written & integrated
• Preliminary results comparable with ACTS papers

IN PROGRESS / TBD

• Global integration (current focus)
• Ambiguity solver (high priority)
• Vertexing tuneup
• Overall tracker tuneup
• Lot of work !
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