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Configuration Management
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• Description of the state of IT infrastructure

• Manages everything configuration-wise

• Desirable in tiny data centres, a must in the 

rest

• CERN IT: From Quattor to Puppet. Why?

• Development started Q1 2012

• Quattor was fully shutdown Q3 2015



CERN IT's CM infrastructure
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What describes a node?
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• The hostgroup to which it belongs

Hierarchical:  

castor (top-level)

c2atlas

diskserver

t0atlas

• And the environment
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• Hostgroup ~ service-specific code

• Common config -> modules

46% of our Puppet code is meant to be reused

Can code be reused? Yes!



Challenges

1. Scaling

• ~18000 agents (physical and virtual)

• 77 octocore Puppet masters

2. Administratively distinct admins that formally 

don't trust each other

• 207 environments

• 152 hostgroups (or "services")

• 287 modules (CERN and upstream)
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When upstream is not enough

1. Scaling

• With lots of puppet masters...

• Code distribution and sync becomes a problem

2. Distinct admins

• Single repository approach is not viable

• Need for ACLs and independent Git histories
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In-house development, open source:
https://github.com/cernops/jens



Change management

• Distinct services sharing code (via modules)

• Changes to shared code have to be 

validated

• Workflow:

• Change announcement

• In the QA environment for a week

• Auto merged if nobody has complained
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10% rejection rate in QA



Puppet & Openstack @ CERN
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Openstack and Puppet
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The future

• Continue coping with the growth

• Puppetserver

• Puppet4 and next PuppetDB

• Explore new ways to distribute Puppet code

• Explore new monitoring possibilities 

• Puppetise containers

• Add even more automation to the QA 

process
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Backup slides
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