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Introduction

Milestones and updates

2008 Site was registered in GocDB as BY-NCPHEP
2009 Site was certified by ROC Russia
2011 Site was registered in CMS SiteDB as
T3 BY NCPHEP
2013 SE was moved to Supermicro rack mount size
server
2014 Production instance of PhEDEx was
commissioned
2015 Grid services were moved to virtualization
environment
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Introduction

GRID site usage

Storage area for analysis output data
Data postprocessing
Monte-Carlo sampling
Other user calculations (Feynman integrals
reduction, etc)
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Introduction

Grid site resources

Small institutions have not enough
resources to setup and support large
computer cluster:

limited computational resources
(54 cores, raid6 50Tb)
limited IT personnel (0.5 FTE for
site support, 2 admins)
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Introduction

Why virtualization based IaaS
platform?

Independence from hardware
Isolation of services
More efficient resource utilization
Easy customization and backup
High availability setup for critically important grid
services
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Introduction

Choise of IaaS platform
Available solutions:

Proxmox

OpenNebula

CloudStack

OpenStack
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Introduction

OpenNebula

Easy provision
Used as a cloud platform at JINR
User friendly

– High availability setup is difficult
– Bug? High IO load at frontend node
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Introduction

OpenNebula
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Introduction

Proxmox

Easy to start and use
KVM, LXC
Live Migration
High Availability Cluster
Can be used with Lustre shared file system
Has no single point of failure

– It is not support all features of cloud
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Introduction

Proxmox
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Conclusion

Grid services moved to virtualization
environment.
High availability setup for critically important grid
services is implemented.
Abilities of Proxmox VE is enough for our
current needs. But testing setup of OpenNebula
is maintained.
Replacement of Lustre shared file system is
under discussion.
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