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The data processing and simulation needs of the ATLAS experiment at LHC grow continuously, as more
data are collected and more use cases emerge. For data processing the ATLAS experiment adopted the data
transformation approach, where software applications transform the input data into outputs. In the ATLAS
production system, each data transformation is represented by a task, a collection of many jobs, dynamically
submitted by the ATLAS workload management system (PanDA/JEDI) and executed on the Grid, clouds and
supercomputers. Patterns in ATLAS data transformation workflows composed of many tasks provided a
scalable production system framework for template definitions of the many-tasks workflows. User interface
and system logic of these workflows are being implemented in the Database Engine for Tasks (DEFT). Such
development required using modern computing technologies and approaches. We report technical details of
this development: database implementation, server logic and Web user interface technologies.
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