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Outline

§ Challenges in Deconvolution
§ Selected Deconvolution Algorithms
§ Some results on atmospheric neutrino spectra
§ Dortmund Spectrum Estimation Algorithm

Tim Ruhe | VLVNT 2018, Dubna
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Deconvolution in a Nutshell

Tim Ruhe | VLVNT 2018, Dubna
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Physics of
neutrino

interaction

§ Production of charged lepton in 
neutrino interaction is governed by
stochastical processes

§ Additional smearing, due to several
detector effects

Mathematically: Fredholm integral 
equation of the first kind:
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Deconvolution in a Nutshell

Tim Ruhe | VLVNT 2018, Dubna

𝑔 𝑦 = & 𝐴 𝐸, 𝑦 𝑓 𝐸 𝑑𝐸
,345

,367

Physicists generally happy with a discrete result

�⃗� 𝑦 = 𝐴 𝐸, 𝑦 𝑓 𝐸 𝑑𝐸

Integral equation

Matrix equation

Discretizing operation

𝐴(𝐸, 𝑦) generally not known analytically.

Replaced my probability matrix, obtained
from Monte Carlo simulations.
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Deconvolution in a Nutshell

Tim Ruhe | VLVNT 2018, Dubna

Discretization

Solution of matrix
equation

Estimation of
Spectrum

Direct inversion of A not 
feasible or leads to oscillating
solutions.

Regularisation is required,

§ Assumes smoothness of f
§ Adds certain amount of bias
§ In most cases small second derivative
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Additional Challenges

§ Amount of smearing
§ Small statistics at high energies
§ Muon energy only an estimate
§ Estimation of systematic uncertainties

Tim Ruhe | VLVNT 2018, Dubna
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Variable Selection

Before Unfoling: Purity Requirements

Tim Ruhe | VLVNT 2018, Dubna

Learning 
Algorithm Unfolding

Purity generally above 99%.

Even more important: Make
sure there are no muons in 
bins with small statistics.
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Selected Deconvolution Algorithms

§ Forward Folding
§ Iterative Bayesian Unfolding
§ Dortmund Spectrum Estimation Algorithm (DSEA), machine learning-

based
§ Singular Value Decomposition (SVD)
§ TRUEE

Tim Ruhe | VLVNT 2018, Dubna

Obtain inverse matrix 𝐴9: via 
factorization of the form 𝐴 = 𝑈 < 𝑆 < 𝑉?

Challenge: Small eigenvalues in 𝑆
enhance statistically insignifant
contributions. Spectrum is distorted. 

Based on RUN-Algorithm, 
uses B-splines.

Minimizes a log-likelihood.

Milke et al., 2013

Höcker and Kartvelishvili, 1996

Ruhe et al., 2016

D‘Agostini, 2010
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IC-59 NuMu Unfolding

Tim Ruhe | VLVNT 2018, Dubna
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Fig. 4 Neutrino energy E vs. the number of hit DOMs (NCh) for the
simulated events used for the determination of the response matrix.

5.1 Unfolding Input

The spectrum is unfolded in ten logarithmic energy bins be-
tween 100 GeV and 1 PeV. Three variables (track length,
number of hit DOMs, number of direct photons) were used
as input for the unfolding. Direct hits have not suffered scat-
tering in the ice from their emission point to the DOM and
therefore keep precise timing information, which is essen-
tial for an accurate track reconstruction. For the unfolding
only direct hits from a time window ranging from −15,ns
to 75,ns have been used. An estimate of the track length
inside the detector is obtained by projecting all DOMs that
recorded direct photons onto the reconstructed track.

The energy dependence of the three input variables for
simulated events is depicted in Figs. 4-6. Good correlation
with energy was found for all three observables. A sample of
300,000 simulated neutrino events was used for the determi-
nation of the response matrix. This number corresponds to
approximately ten times the livetime of IceCube in the 59-
string configuration. The sample was obtained by sampling
events according to their atmospheric weights. The energy
distribution of simulated events thus, matches the one of an
atmospheric neutrino spectrum.

5.2 Verification

The verification of the unfolding result consists of two dif-
ferent tests. The first test is based on multiple unfoldings of
a specified number of simulated events, which are drawn at
random. This kind of test can be accessed via TRUEE [3].
The second test is based on re-weighting simulated events
according to the unfolded spectrum of atmospheric νµ . Both
tests were successfully carried out and are individually ad-
dressed in the following.

The result of the first test is shown in Fig. 7. Within this
test a fraction of simulated events is drawn at random. For
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Fig. 5 Neutrino energy E vs. the estimated track length inside the de-
tector Ldir for the simulated events used for the determination of the
response matrix.
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Fig. 6 Neutrino energy E vs. the number of direct photons Nph,dir for
the simulated events used for the determination of the response matrix.

every bin the unfolding result is then compared to the num-
ber of injected events in that bin. For the analysis reported
here 500 test unfoldings were carried out. The number of in-
jected events from the Monte Carlo distribution is depicted
on the x-axis of Fig 7 and the number of unfolded events is
shown on the y-axis.

The individual populations observed in the figure cor-
respond to the individual energy bins of the final unfold-
ing result. The line-like structures observed for small event
numbers are due to the fact that only integers are possible
as event number for the true MC distributions, whereas real
numbers can be returned as the unfolding result for the indi-
vidual bins.

The rather large deviation between the unfolding result
and the number of injected events obtained for the highest
energy bins is a result of the steeply falling spectrum of at-
mospheric neutrinos and the applied bootstrapping proce-
dure. Due to the small number of expected events in the last
bin, either 0 or 1 events are drawn randomly from the true
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5.1 Unfolding Input

The spectrum is unfolded in ten logarithmic energy bins be-
tween 100 GeV and 1 PeV. Three variables (track length,
number of hit DOMs, number of direct photons) were used
as input for the unfolding. Direct hits have not suffered scat-
tering in the ice from their emission point to the DOM and
therefore keep precise timing information, which is essen-
tial for an accurate track reconstruction. For the unfolding
only direct hits from a time window ranging from −15,ns
to 75,ns have been used. An estimate of the track length
inside the detector is obtained by projecting all DOMs that
recorded direct photons onto the reconstructed track.

The energy dependence of the three input variables for
simulated events is depicted in Figs. 4-6. Good correlation
with energy was found for all three observables. A sample of
300,000 simulated neutrino events was used for the determi-
nation of the response matrix. This number corresponds to
approximately ten times the livetime of IceCube in the 59-
string configuration. The sample was obtained by sampling
events according to their atmospheric weights. The energy
distribution of simulated events thus, matches the one of an
atmospheric neutrino spectrum.

5.2 Verification

The verification of the unfolding result consists of two dif-
ferent tests. The first test is based on multiple unfoldings of
a specified number of simulated events, which are drawn at
random. This kind of test can be accessed via TRUEE [3].
The second test is based on re-weighting simulated events
according to the unfolded spectrum of atmospheric νµ . Both
tests were successfully carried out and are individually ad-
dressed in the following.

The result of the first test is shown in Fig. 7. Within this
test a fraction of simulated events is drawn at random. For
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the simulated events used for the determination of the response matrix.

every bin the unfolding result is then compared to the num-
ber of injected events in that bin. For the analysis reported
here 500 test unfoldings were carried out. The number of in-
jected events from the Monte Carlo distribution is depicted
on the x-axis of Fig 7 and the number of unfolded events is
shown on the y-axis.

The individual populations observed in the figure cor-
respond to the individual energy bins of the final unfold-
ing result. The line-like structures observed for small event
numbers are due to the fact that only integers are possible
as event number for the true MC distributions, whereas real
numbers can be returned as the unfolding result for the indi-
vidual bins.

The rather large deviation between the unfolding result
and the number of injected events obtained for the highest
energy bins is a result of the steeply falling spectrum of at-
mospheric neutrinos and the applied bootstrapping proce-
dure. Due to the small number of expected events in the last
bin, either 0 or 1 events are drawn randomly from the true
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5.1 Unfolding Input

The spectrum is unfolded in ten logarithmic energy bins be-
tween 100 GeV and 1 PeV. Three variables (track length,
number of hit DOMs, number of direct photons) were used
as input for the unfolding. Direct hits have not suffered scat-
tering in the ice from their emission point to the DOM and
therefore keep precise timing information, which is essen-
tial for an accurate track reconstruction. For the unfolding
only direct hits from a time window ranging from −15,ns
to 75,ns have been used. An estimate of the track length
inside the detector is obtained by projecting all DOMs that
recorded direct photons onto the reconstructed track.

The energy dependence of the three input variables for
simulated events is depicted in Figs. 4-6. Good correlation
with energy was found for all three observables. A sample of
300,000 simulated neutrino events was used for the determi-
nation of the response matrix. This number corresponds to
approximately ten times the livetime of IceCube in the 59-
string configuration. The sample was obtained by sampling
events according to their atmospheric weights. The energy
distribution of simulated events thus, matches the one of an
atmospheric neutrino spectrum.

5.2 Verification

The verification of the unfolding result consists of two dif-
ferent tests. The first test is based on multiple unfoldings of
a specified number of simulated events, which are drawn at
random. This kind of test can be accessed via TRUEE [3].
The second test is based on re-weighting simulated events
according to the unfolded spectrum of atmospheric νµ . Both
tests were successfully carried out and are individually ad-
dressed in the following.

The result of the first test is shown in Fig. 7. Within this
test a fraction of simulated events is drawn at random. For
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Fig. 6 Neutrino energy E vs. the number of direct photons Nph,dir for
the simulated events used for the determination of the response matrix.

every bin the unfolding result is then compared to the num-
ber of injected events in that bin. For the analysis reported
here 500 test unfoldings were carried out. The number of in-
jected events from the Monte Carlo distribution is depicted
on the x-axis of Fig 7 and the number of unfolded events is
shown on the y-axis.

The individual populations observed in the figure cor-
respond to the individual energy bins of the final unfold-
ing result. The line-like structures observed for small event
numbers are due to the fact that only integers are possible
as event number for the true MC distributions, whereas real
numbers can be returned as the unfolding result for the indi-
vidual bins.

The rather large deviation between the unfolding result
and the number of injected events obtained for the highest
energy bins is a result of the steeply falling spectrum of at-
mospheric neutrinos and the applied bootstrapping proce-
dure. Due to the small number of expected events in the last
bin, either 0 or 1 events are drawn randomly from the true

Variables utilized:

§ Length of track
§ Number of unscattered photons
§ Number responding DOMs

Not the beste energy estimators
individually, but the combination of
variables with the best unfolding result.
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Sanity Checks in TRUEE

Tim Ruhe | VLVNT 2018, Dubna
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Fig. 9 Simulated events (red) re-weighted to the unfolding result
(Fig. 13) compared to real data (black) for the estimated track length
inside the detector Ldir.
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Fig. 12 Simulated events (red) re-weighted to the unfolding result
(Fig. 13) compared to real data (black) for the total charge collected
in an event Qtot.

increased or decreased, respectively. A shift of ±10% with
respect to the nominal value is slightly larger than the 7.7%
cited in [24] and is thus a bit more conservative.

Further systematic tests were carried out by using sim-
ulated events generatedwith a±5% increased and decreased
pair production cross section, respectively. The value of±5%
was chosen to be slightly more conservative than the theo-
retical uncertainty cited in [25]. The modeling of the ice was
varied as well, by using the SPICE Mie ice model [21] in-
stead of its predecessor SPICE-1.

The response matrices obtained for the individual sys-
tematic sets of data were then applied to real data in order to
estimate the size of the systematic uncertainties. Prior to the
application on real data, however, every setting was checked
using the multiple unfoldings in TRUEE. No indications for
instabilities were observed for any of the systematic tests.

Thus, five additional unfolding results were obtained on
real data. The difference between the unfolding result ob-
tained using the standard Monte Carlo sets and the system-
atic Monte Carlo sets were computed bin-wise and for ev-
ery setting. The final uncertainties were calculated by adding
the obtained differences in quadrature. This procedure fur-
ther offers the advantage that all systematic uncertainties are
derived on experimental data.

For energies up to 1TeV the total systematic uncertainty
is dominated by the uncertainty arising from the modeling of
the ice. For energies above 1TeV the uncertainties due to the
DOM efficiencies and the modeling of the ice were found to
be of approximately the same size. A more precise modeling
of the ice and a better understanding of the DOM efficiency,
is therfore likely to reduce the systematic uncertainties of
future measurements.
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increased or decreased, respectively. A shift of ±10% with
respect to the nominal value is slightly larger than the 7.7%
cited in [24] and is thus a bit more conservative.

Further systematic tests were carried out by using sim-
ulated events generatedwith a±5% increased and decreased
pair production cross section, respectively. The value of±5%
was chosen to be slightly more conservative than the theo-
retical uncertainty cited in [25]. The modeling of the ice was
varied as well, by using the SPICE Mie ice model [21] in-
stead of its predecessor SPICE-1.

The response matrices obtained for the individual sys-
tematic sets of data were then applied to real data in order to
estimate the size of the systematic uncertainties. Prior to the
application on real data, however, every setting was checked
using the multiple unfoldings in TRUEE. No indications for
instabilities were observed for any of the systematic tests.

Thus, five additional unfolding results were obtained on
real data. The difference between the unfolding result ob-
tained using the standard Monte Carlo sets and the system-
atic Monte Carlo sets were computed bin-wise and for ev-
ery setting. The final uncertainties were calculated by adding
the obtained differences in quadrature. This procedure fur-
ther offers the advantage that all systematic uncertainties are
derived on experimental data.

For energies up to 1TeV the total systematic uncertainty
is dominated by the uncertainty arising from the modeling of
the ice. For energies above 1TeV the uncertainties due to the
DOM efficiencies and the modeling of the ice were found to
be of approximately the same size. A more precise modeling
of the ice and a better understanding of the DOM efficiency,
is therfore likely to reduce the systematic uncertainties of
future measurements.

Simulations are reweighted according
to obtained spectrunm and compared
to experimental data.

Especially useful for energy dependent
quantities not used in the unfolding.
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IC-59 NuMu Unfolding

Tim Ruhe | VLVNT 2018, Dubna  (E/GeV)
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Table 1 Bin-wise summary of the acceptance-corrected unfolding re-
sult, which corresponds to the differential flux of atmospheric neutri-
nos, scaled by E2 and given in GeV cm−2 sr−1 s−1.

log10(E/GeV) E2Φ σ stat.rel. [%] σ syst.rel. [%]
2.25 2.54× 10−4 ±2.5 +63

−53
2.62 0.97× 10−4 ±2.3 +19

−49
3.01 3.06× 10−5 ±3.2 +32

−42
3.39 1.00× 10−5 ±4.4 +65

−28
3.78 3.64× 10−6 ±4.5 +69

−43
4.17 1.01× 10−6 ±6.7 +60

−40
4.56 2.65× 10−7 ±13.1 +66

−37
4.96 6.44× 10−8 ±19.0 +54

−52
5.36 1.85× 10−8 +45.8

−23.5
+61
−68

5.76 3.81× 10−9 +163
−26.0

+130
−68

QGSJET-II [29] and SIBYLL-2.1 [30] as hadronic interac-
tion models are shown as a solid red line and a red dashed-
dotted line respectively.

Compared to the IceCube-40 result the systematic un-
certainties of the spectrum were reduced, especially at low
and intermediate energies. The decreased error bars are due
to a better understanding of systematic effects in IceCube.
Due to the relatively large systematic uncertainties at high
energies, no statement can be made about a possible con-
tribution of neutrinos from the decay of charmed mesons.
Furthermore, no statement about a possible contribution of
neutrinos from astrophysical sources can be made in this
analysis.

In general, a good agreement between the unfolded flux
and the models is observed. Deviations of 3.2 σ and 2.6 σ
are observed between the unfolded distribution and the the-
oretical model obtained using SIBYLL-2.1 as a hadronic in-
teraction model, for the second (Eν = 418 GeV) and third
bin (Eν = 1013 GeV), respectively. However, a correlation
of the systematic uncertainties of these two bins should be
noted.

The acceptance-corrected flux of atmospheric neutrinos
as well as the relative uncertainties are summarized in Tab. 1.

6 Unfolding of Different Angular Regions

In order to study the dependence of the atmospheric neutrino
flux on the zenith angle, additional unfoldings were carried
out dividing the data into two separate sets according to the
reconstructed zenith angle. The first zenith band contains
events with a reconstructed zenith angle between 90◦ and
120◦, whereas events with reconstructed zenith angles be-
tween 120◦ and 180◦ were used for the second zenith band.
Using the 500 unfoldings of simulated events selected ran-
domly it was found that no changes in the unfolding settings
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Fig. 16 Unfolded atmospheric neutrino flux for the energy range from
100 GeV to 316 TeV and for two different zenith bands. Events with
a reconstructed zenith angle from 90◦ to 120◦ are depicted in black,
whereas events with a reconstructed zenith angle from 120◦ to 180◦
are shown in red. The Honda H3a+ERS model is shown for compari-
son. Compared to the neutrino spectrum obtained for the full angular
range, a smaller range in energy is covered, which is due to the smaller
statistics of the two unfolded samples.

were required in order to unfold the two different angular
regions. The same input parameters as for the unfolding of
the full angular range were used and the systematic uncer-
tainties were estimated in the same way as described above.
Because of the smaller statistics the unfolding was not ex-
tended as high in energy as for the full sample. The upper
end of the spectrum extends to Eν = 316 TeV for events
with a reconstructed zenith angle between 90◦ and 120◦. An
upper end of Eν = 158 TeV is reached for events with a re-
constructed zenith angle between 120◦ and 180◦.

The result of unfolding the two different angular regions
is depicted in Fig. 16. The flux obtained for the zenith band
from 90◦ to 120◦ is depicted in black, whereas the flux ob-
tained for the zenith band from 120◦ to 180◦ is shown in red.
The Honda2006 model, accounting for a different modeling
of the knee plus using the ERS model for the prompt com-
ponent of the atmospheric flux, is shown for both angular
regions for comparison.

EPJC 75, 116 (2015)
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IC-79 NuMu Unfolding (TRUEE)

Tim Ruhe | VLVNT 2018, Dubna
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Three input parameters (Tracklength, 
Number of unscattered photons, 
Reconstructed Muon energy).

Better estimators available, but above
combination gave the best unfolding
result.
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IC-79 NuMu Unfolding (TRUEE)
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EPJC 77, 692 (2017)
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Dortmund Spectrum Estimation Algorithm (DSEA)
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Motivation for DSEA
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Geometric information is hard to
include.
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DSEA in greater detail

Tim Ruhe | VLVNT 2018, Dubna

+	  …++	  𝑓C =	  

Iterate: 
1. Discretize
2. Train Model
3. Apply Model
4. Reconstruct spectrum
5. Update weights according to

unfolding result

Choice of learning algorithm largely
arbitrary (and probably somewhat
problem dependent).

Some overlap with IBU in case Naive 
Bayes is used as a learner.
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Variable Step Width in DSEA+

Tim Ruhe | VLVNT 2018, Dubna

For details see: https://sfb876.tu-dortmund.de/PublicPublicationFiles/bunse_2018a.pdf

68 APPENDIX C. EXPERIMENTS HANDBOOK

C.3.3 ‰2 Distances

The concept of ‰

2 distance is rather ambiguous. Several definitions are found in literature,
e.g., Pearson’s ‰

2

P divergence and multiple symmetric variants [23]. Moreover, di�erent
authors have referred to identical variants with di�erent names. For example, the definition
of Pearson’s ‰

2

P in [23] is referred to as Neyman’s ‰

2

N divergence in [25]. This ambiguity
is problematic if another scientific reference does not explicitly define which specific ‰

2

distance is used. For example, the Iterative Bayesian Unfolding from Section 2.3 suggests
to use some ‰

2 distance to define a stopping criterion without defining the particular
measure explicitly [6].

To achieve a high level of comparability in spite of these di�culties, two di�erent ‰

2

distances are chosen here. The asymmetric ‰

2

P divergence defined in Equation C.3 is
regarded as the corner stone of ‰

2 distances, being directly motivated by the well-known
‰

2 test. The probabilistic symmetric ‰

2

Sym

distance from Equation C.4 is additionally
chosen due to its popularity. Both measures are defined according to [23].

‰

2

P ( f̂ , f) =
Iÿ

i=1

1
f̂i ≠ fi

2
2

fi
(C.3)

‰

2

Sym

( f̂ , f) = 2 ·
Iÿ

i=1

1
f̂i ≠ fi

2
2

f̂i + fi

(C.4)
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Figure C.4: All distance measures produce plots with similar interpretations. This is shown for
the exponential decay strategy from Figure 3.4, where convergence happens too early.

𝑝E = 𝑓E − 𝑓E9:

𝑓E = 𝑓E9: + 𝛼E𝑝E

Step Width

Next estimate then becomes

𝛼 = arg	  min
NOP

𝑙(𝑓E9: + 𝛼E𝑝E)

Find optimal 𝛼 via:

Get the software:
https://sfb876.tu-dortmund.de/deconvolution/index.html
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Summary and Outlook

Tim Ruhe | VLVNT 2018, Dubna

0 5 10

2 · 10

≠2

4 · 10

≠2

6 · 10

≠2

8 · 10

≠2

0 5 10

2 · 10

≠2

4 · 10

≠2

6 · 10

≠2

8 · 10

≠2

Dsea iteration k

”H

original Dsea
optimal –(k)

–(k)
= 0.3k≠1

–(k)
= 0.6k≠1

Throughgoing 
track

Corner
Clipper

Stopping
Track

Inhomegeneity

Discretization

Solution of matrix
equation

Estimation of
Spectrum

310 410 510 610 710
Neutrino Energy/GeV

210

310

Tr
ac

kl
en

gt
h/

m

1

10

210

𝑔 𝑦 = & 𝐴 𝐸, 𝑦 𝑓 𝐸 𝑑𝐸
,345

,367



19

Hellinger Distance
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Some Preliminary Results

Tim Ruhe | VLVNT 2018, Dubna
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Strategies for choosin the step-size
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3.2. SCALABLE STEPS 29

3.2 Scalable Steps

The notion of a scalable step between iterations is based on the following concept: By
iteratively updating the estimate f̂ , a suitable approximation of the true density f is
searched for in the space of all possible solutions. The di�erence between two subsequent
estimates corresponds to a step p

(k) œ RI taken through this search space. Equation 3.2
defines this step, which is also referred to as the search direction of the k-th iteration. The
original Dsea takes the full step in each iteration, moving from one estimate to the other.
Dsea+ extends this original algorithm by scaling each p

(k) with a corresponding factor
–

(k) Ø 0. This extension is formalized in Equation 3.3, which computes the improved
estimate f̂ (k)+ from a scaled step. The benefit of this extension is that the practitioner
can control the speed of convergence by choosing a suitable step size. Note that the
original estimate f̂ (k) is directly obtained by setting –

(k) = 1.

p

(k) = f̂ (k) ≠ f̂ (k≠1) (3.2)

f̂ (k)+ = f̂ (k≠1) + –

(k) · p

(k) (3.3)

This concept of a scalable step requires an appropriate strategy for choosing –

(k) in
each iteration. Table 3.1 reviews some simple strategies considered here, the last two of
which depend on the iteration number k. Each of these strategies is parametrized by a
single scalar also presented in the table. Such parameter controls the convergence speed
of the algorithm. An adaptive strategy, which evaluates the improvement of the estimate
in the given search direction, is presented in the following section.

strategy parameter step size

constant factor – > 0 –

(k) = –

multiplicative decay (slow) 0 < ÷ < 1 –

(k) = k

(÷≠1)

exponential decay (fast) 0 < ÷ < 1 –

(k) = ÷

(k≠1)

Table 3.1: Some simple strategies determine the step size –

(k). ÷ is referred to as the decay rate.
Each parameter controls the speed of the convergence in Dsea+.

Scalable steps render the choice of the final iteration number K less critical than it is in
the original algorithm. A simple constant stepsize – < 1 already approaches the optimal
solution more slowly than the original Dsea, thus providing a larger range of suitable
iterations. The decaying step sizes have the additional benefit of e�ectively stopping the
algorithm gradually by approaching zero over time. Therefore, a maximum number of
iterations does not have to be specified with one of these strategies. Instead, the ‰

2

stopping criterion already proposed for Dsea [4] becomes feasible.
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IC-79 NuMu Unfolding
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