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European XFEL

» X-Ray Free-Electron Laser -
mega science research facility

 High brilliance (10° times more than
conventional X-ray source)

* High frequency: up to 27000 flashes
per second

* Wavelength range: 0.05-4.7 nm
e Short pulses: less than 100 fs

* Construction start —Jan 2009
* First experiments —Sep 2017




SPI Experiments

* The goal: Molecule structure at atomic
level (1A)

* Big data:
120 Tb per experiment (Dec 2017)
* 360 Tb per experiment (May 2019)
* expected to be increased 100x times!

* Experiments evolve rapidly

* Data Analysis is also under intensive
development:
e Algorithms
e Software
* |T services
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*Gaffney K. J. & Chapman H. N.// Science, 2007.



The Goal of the Project

» Software Pipeline for automated
data processing

* From diffraction patterns to 3D
structure in near real-time

 Core ldeas:

* Integration of software packages for
various stages of data analysis in
analysis pipeline

* Simple configuration and deployment

 Scalability

* Extensibility, modular architecture

* Various workflows
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Structure Reconstruction Pipeline

Briefly

- > Feature vector| _
classification

Select non-empty
images

Feature vector| _
calculation

e

Particle size | =% Paniclesize | _
estimation classification

Image center |
estimation

h

lterative phase

Resolution
estimation

Pattern batch lterative EMC
Photon conversion generator reconstruction

B L ]

Betector Image assembly o
calibration ificati
classification RAW data
Pipeline
= Non results

User-defined
data

A little bit more detailed



Realization Strategy

Container technology for easy
deployment
Microservices for individual stages of

analysis @ CeDh &

Container orchestration for scalability and

docker
management

Shared network filesystem to reduce data kubernetes

transfers |-u:




Testbed

* Dedicated K8s cluster (version
v1.15.3) with three nodes
* Dedicated CEPHfs storage

* 1Gbps interconnect

Worker 1

Worker 2

Master Node
2x Xeon X5650
24 Gb RAM
NVIDIA GF100



Stages of Analysis Software Services Services Deployment
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Data Exchange Scheme

Data is stored in a shared filesystem
(GPFS, Lustre, CEPH) in HDF5
K8s based container orchestration is
used for:
e containers deployment
* |oad balancing
* internal and external Mt
communications
e services monitoring and
management
Native K8s support for CEPHfs volumes

Request |
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Services and Jobs in K8&8s

Services model of operation

"srand": 1,

"data": '"data/sample.bin",

"data_dim": "2d",

"number_of_outputs_images": 10,

"number_of_outputs_scores": 10,

"support_algo": "static",

"support_size'": 30,

Ilalgoll: [
{ "name": "hio", "number_of_iterations": 500, "beta_init": 0.9, "beta_final": 0.9},
{ "name": "er", "number_of_iterations": 100}

1,

"out_file": "data/sample_out.h5"

root@c003f610f7a5:/opt/wsgi_app# curl -H "Content-Type: application/json" -d @test.json localhost/phase
[8.3701095581054688, 0.090004101395606995, 0.049716383218765259, 0.12340822815895081, 0.084595672786235809, 0.077844396233558655,
0.065120011568069458, 0.068547621369361877, 0.024556649848818779, 0.024488534778356552]

Jobs

root@c003f610f7a5:/opt# kubectl create -f phaser-job.yaml




Use Cases: Orientations Determination

* Dragonfly
 EMC algorithm for orientations reconstruction
* High quality code
* MPI
* GUl interface

* It is the bright case where HPC application meets HTC (Cloud)!




HPC vs HTC

* Different focus, history, architecture, ecosystem
 HPC — parallel computing. Intensive communications between nodes
 HTC — data and services centric. Loosely coupled services

* Possible scenarios of combined usage

application code refactoring

run HTC workloads in HPC systems (Singularity, Shifter)
virtualize HPC infrastructure in HTC systems

maintain separate infrastructures



Our realization N

* Kube-openmpi, MPI infrastructure for
Kubernetes
* MPI nodes as Docker containers
* OpenMPI 2.1.2

kubectl mpiexec —n 16
Jrun_emc.py —f emc.ini

* Run Dragonfly as a native MPI application inside
virtualized HPC cluster

Kubernetes Cluster




GUI applications inside services

e autoplot.py as a HTTP service
* realtime EMC monitoring from browser
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Dragonfly Progress Viewer oXx

Log file name: EMC.log
XZ plane XY plane

File name: data//output/intens_022.bin Exp: 1
um —r* 10¢
Iteration 4{— 2
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Cryptotomography with the EMC algorithm using MPI+OpenMP

HTML5
Renderer

Data parameters:
num_data = 3000
mean_count = 8962.944333

System size:
rot = 10860
pix 17104/22500
system_volume = 1 X 213 X 213

:; Reconstruction parameters:
Most likely orientations of dat: oo threads & 48

(sorted/colored by last iteratior num_proc = 1
alpha 0.000000
beta = 1.000000
need_scaling = yes

Iter time rms_changeinfo_rate log-likelihood num_rot

1 .0436e-019.220502 -2.621702e+04 10860 .0000€
.4662e-019.262016 794354e+04 10860 .0060€
.5347e-019.266215 -2.181588e+04 10860 .0000€
.1632e-019.259109 472782e+03 10860 .0060€
.2079e-029.268622 749593e+03 10860 .0060€
.0986e-019.266750 657355e+03 10860 .0000€
.5035€-029.270839 484467e+03 10860 .0860€
.2894e-019.273103 618840e+03 10860 .0000€
.0910e-019.274254 911624e+03 10860 .0000€
.5792e-019.269131 847564e+03 10860 .0060€
.9962e-019.274910 670044e403 10860 .0060€
.9329e-019.277244 811885e+03 10860 .0000€
.0783e-019.265308 413790e+03 10860 .0060€
.3194e-019.281431 818349e+03 10860 .0000€
.8872e-019.278863 528810e+03 10860 -0000¢]
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Conclusions and current status

* We have tested existing FEL data analysis software to work in
containerized Docker infrastructure. Container technology looks to be
effective to integrate heterogenous software with different environment
requirements.

* Various patterns of software usage in K8s infrastructure were analyzed
and tested: loosely coupled parallel computations, GPU-computing, HPC
(MPI) workloads, GUI applications.

* Next step: arrange individual microservices into data analysis pipeline
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