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COMPASS collaboration

COMPASS web page: http://wwwcompass.cern.ch

24 institutions from 13 countries  
– nearly 250 physicists 

Common Muon and Proton Apparatus for Structure and Spectroscopy

• CERN SPS north area 
• Fixed target experiment  
• Approved in 1997 (20 years) 
• Taking data since 2002 
Wide physics program 
COMPASS-I 
• Data taking 2002-2011 
• Muon  and hadron beams 
• Nucleon spin structure 
• Spectroscopy 
COMPASS-II  
• Data taking 2012-2018 (2021?) 
• Primakoff 
• DVCS (GPD+SIDIS) 
• Polarized Drell-Yan 
• Transverse deuteron SIDIS 
Many “beyond 2021” ideas 
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COMPASS experimental setup: Phase I (muon program)

Data-taking years: 2002-2011 
Longitudinally polarized (80%) µ+ beam:  
Energy: 160/200 GeV/c, Intensity: 2·108 µ+/spill (4.8s). 
Target: Solid state ( 6LiD or NH3 ) 
• 6LiD 2-cell configuration. Polarization (L & T) ~ 50%, f ~ 0.38 
• NH3 3-cell configuration.  Polarization (L & T) ~ 80%, f ~ 0.14

Two-stage spectrometer 
▪ Large Angle Spectrometer (SM1 magnet) 
▪ Small Angle Spectrometer (SM2 magnet)

▪ High energy beam 
▪ Large angular acceptance 
▪ Broad kinematical range 
▪ Momentum, tracking and 

calorimetric measurements, PID

SciFi, Silicon, MicroMegas, GEM, 
MWPC, DC, Straw, Muon wall

COMPASS 
HERMES 
JLab6
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COMPASS experimental setup: Phase II (DY program)
Two-stage spectrometer 
▪ Large Angle Spectrometer (SM1 magnet) 
▪ Small Angle Spectrometer (SM2 magnet)

▪ High energy beam 
▪ Large angular acceptance 
▪ Broad kinematical range 
▪ Momentum, tracking and 

calorimetric measurements, PID

π−

Tungsten beam plug

Nuclear target (Al)

SciFi, Silicon, MicroMegas, GEM, 
MWPC, DC, Straw, Muon wall 
VD, DC5, new DAQ...

Data-taking years: 2014 (test) 2015 and 2018 
High energy π− beam:  
Energy: 190 GeV/c, Intensity: 108 π/s 
Target: Solid state 
• NH3 2-cell configuration. Polarization T ~ 73%, f ~ 0.18 
• Data is collected simultaneously with both target spin orientations  

Periodic polarization reversal to minimize systematic effects

!4

Nuclear targets → unpolarized DY,  
DY cross-sections, EMC effect



Data volumes
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Year/TB Raw Preprocessed Processed

2002 196 30,4

2003 230 77,3

2004 496 114,3

2006 390 3,3 110,4

2007 912 66,2 408,2

2008 523 337,8 1216

2009 1223 1088,7 595

2010 1740 200,8 472

2011 518 58,0 96

2012 878 386,1 34

2015 801 210

2016 571 37

2017 1391 323,7

2018 1450 657,7
Total 11319 3551,1 3401,4
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Current data flow model
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LIT is in charge of development and support of the production management system for COMPASS experiment since 2017. 

Supported task types: Monte-Carlo generation and reconstruction, events filtering, real data reconstruction. 

ProdSys manages data processing. PanDA provides a central jobs queue. Jobs delivery to the sites is performed by Harvester service 
using the local HTCondor instance. Final data are being transferred from EOS to Castor via CERN File Transfer Service (FTS).



Production management system
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Mostly all operations with tasks and jobs may be performed via web interface. 

Bulk operations are performed by a set of data management and decision-making services. Production manager prepares a request 
at the UI. Data management services provide jobs generation, data preparation, data archiving and spare files removal, etc.



BigPanDA tasks and jobs monitoring
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COMPASS-specific monitoring 
pages were prepared as an 
extension of the standard 
BigPanDA monitoring. Done by 
Tatiana Korchuganova. 

Not only jobs processing 
details, but also pre and post 
data processing are presented 
on the monitoring pages. 

Monitoring allows to drill into 
details of the processing of 
each job and file.



CERN HTCondor monitoring
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After migration from Auto Pilot Factory to Harvester in 2019 we are able to submit enough jobs to feed computing resources of any size. 

HTCondor provides a single point of entry monitoring for three sites: CERN Meyrin, CERN Prevessin and Budapest with more than 20 
computing queues. 

ProdSys must send jobs in advance to keep a target amount of running jobs on the sites.



CERN FTS monitoring
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Processing on Blue Waters HPC
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Node 1
PanDA server

(JINR) Interactive node

Pilots 
submission 

service

x509

PBS

Scheduler

BigPanDA
Monitoring

BW queue

Shared FS Lustre (input-output data)

PanDA
Jobs 

Node n

PilotPilotMulti-Job 
Pilot

runJobBW

Globus Online 
(Transfer campaign)

External
Storage
(CERN)

…

Node 2

MPI Job 

A full chain data processing under the management of ProdSys is supported. 

Edge jobs management service: Multi-Job Pilot 

Calibration database instance runs on each computing node. 

Data delivery is done manually via Globus Online, period per campaign.



Processing on TACC’s Stampede2 and Frontera
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The latest achievement: integration was done in 2019. We are starting the production today. 

Edge jobs management service: Harvester. 

Data delivery is done manually via FTS, period per campaign.



Stats and performance

Since August 2017 the ProdSys manages 
data processing of the experiment. 

~20 standard working queues at CERN 
and JINR. 

~400 tasks, 5 000 000 raw data files, 
100 000 000 events, 9 000 000 jobs were 
processed. 

~700TB of final data were written to Castor.  

~7.5 hour is an average wall time of the 
job in the system. 

~7500 CPU years were consumed.
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Jobs per day
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Infrastructure overview

2 PanDA instances (for Grid and for HPC), MySQL server, Monitoring, AutoPilotFactory, 
2 Harvester instances (for Grid and for HPC), Production management system are deployed in 
Dubna at JINR cloud service. 

Distributed HTCondor CE at CERN and Budapest. 

PBS CE at JINR. 

Blue Waters HPC at University of Illinois at Urbana Champaign in 2017-2019. 

Stampede2 (#19 at Top500) and Frontera (#5 in Top500) HPCs at Texas Advanced Computing 
Center. 

EOS SE at CERN. 

Castor SE at CERN. 

VOMS at CERN. 

PerfSonar instance at JINR cloud network segment to monitor network between JINR and CERN.
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Lessons learned

It was the right decision to use the most advanced middleware ecosystem of ATLAS 
experiment as a basis of core services for COMPASS: a supercomputer may appear 
on the scene unexpectedly :-) 

In a relatively small experiment as COMPASS, in a situation with limited resources, it is 
very important to rely on the central services with proven characteristics, even if they 
are redundant at first sight. For example, during the last 5 years we faced 3 HPC’s, 
each was a unique machine, and LSF, HTCondor, PBS and Slurm local resources 
management services on Grid. And we had to integrate them pretty fast to consume 
the allocation. 

Experience of the collaboration with COMPASS experiment shows that LIT has 
enough expertise to support data processing of a modern physics experiment. But, to 
provide support for future home experiments, our infrastructure has to be upgraded 
and consolidated. See more details in the report of Danila Oleynik on Friday. 
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Thank you!


