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ATLAS

ATLAS is one of two general-purpose 
detectors at the Large Hadron Collider 
(LHC).

It investigates a wide range of physics, 
from the search for the Higgs boson to 
extra dimensions and particles that could 
make up dark matter.

1PB/sec from all sub-detectors reduces 
to 1GB/sec raw data which is saved to 
Data Center.
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ATLAS Distributed Computing

● 150 computing centers
● 200 PB storage
● 250k job slots
● 2M jobs/day
● 1500 users

PanDA = Production and 
Distributed Analysis
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Monitoring requirements

Main goal - the rapid identification of failures and monitoring of progress of distributed physics 
analysis and production.

● Access to the real-time and short-term-history (up to 6 months) aggregated information
● 4 distinct user behavior patterns: distributed computing systems operators, shifters, 

physicist end-users and computing managers
● Drilling-down from high level summaries to detailed diagnostics data
● Data processing time is limited by the web browsing experience
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BigPanDA monitoring

● Using Model View Controller provided by Django framework
● Various DB backends (Oracle or MySQL)
● Data processing algorithms splitted between DB and frontend
● Advanced plots generation on client side using d3.js library
● Dynamic data delivery (Ajax) 
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BigPanDA monitoring
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BigPanDA monitoring

http://bigpanda.cern.ch/
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Available views
Common views:

● Jobs;
● Tasks;
● Errors;
● Users;
● Sites;
● Incidents;

Features:

● Attribute summary
● Sorting by essential 

attributes
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Available views
Dashboards:

● Jobs: region and cloud views;
● Tasks and jobs summary for 

working groups;
● WORLD Cloud:

● Jobs statuses and 
distribution;

● HS06*sec summary for 
nuclei and satellites  
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Available views

Focused views:

● ‘Active’ MC production 
tasks   
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Statistics of using

● 13k queries / day
● 1500  unique sessions / day
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Recent improvements and new features
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Performance issue:

➔ Idea is to moving the filtering and data aggregation procedure from monitoring server side to 
Oracle DB server side  

➔ Current results: decreasing loading time of jobs view from ~1 min (30k jobs limit, last 12 hours 
jobs) to ~10 sec (without limit, for last 12 hours = ~800k jobs)  [thanks to Gancho Dimitrov and 
DBA]

It’s still in research and development mode.



Recent improvements and new features
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Analytics supplementation:

● Advanced plots and diagrams  



Future plans
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➔ to continue moving filtering and data aggregation procedure to the Oracle DB server side for other 
essential views

➔ to supplement more analytics

➔ to elaborate monitoring of Event Service



Summary

● BigPanDA Monitoring System is in production since the middle of 2014 and developing 
continuously (287 commits done, 121 requests received from beginning of 2016);

● It provides a comprehensive and coherent view of the tasks and jobs executed by the PanDA 
system, from high level summaries to detailed drill-down job diagnostics. 

● It satisfied needs of groups of users including distributed computing systems operators, shifters, 
physicist end-users, computing managers and accounting services in web-based analytics and 
system state views.
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