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THE PROBLEM

A system of 2D perturbed Sine-Gordon equations is given:

S(ϕtt + αϕt + sinϕ− γ) = ∆ϕ, (x, y) ∈ Ω ⊂ R2

Here S is the N ×N cyclic tridiagonal matrix

S =


1 s 0 . 0 s
s 1 s 0 . 0
. . . . . .
. . . . . .
0 . 0 s 1 s
s . 0 0 s 1


Neumann boundary conditions are considered:

∂ϕ

∂−→n
|∂Ω = 0

The unknown is the column vector ϕ = (ϕ1, ..., ϕN)T .
Parameters are −0.5 < s ≤ 0, 0 < α < 1, γ > 0.
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COMPUTATIONAL CHALLENGES

We investigate a system of 2D di�erential equations.

In some cases the computational domain size may be very large
- 106 − 108 mesh points.

Also in some cases a very long time integration is needed
- 108 − 109 time steps.
Actually the number of time steps depend on parameters s and α.

⇒ Serious computational resources are needed!



D
ra
ft

4/18

JJ
II
J
I

Back

Close

THE GOALS OF THE WORK

The goals of the work are:

1.To make OpenMP realization of a di�erence scheme for solving
systems of 2D perturbed Sine-Gordon equations.

2. To test the performance scalability of the OpenMP program on the
CPU part of one computational node in the HybriLIT cluster and on one
node of the CPU platform in the IICT-BAS cluster.

3. To multiply the parallelization e�ect by a domain decomposition
and fully hybrid strategy: one MPI process per cluster node and OpenMP
on the cores of the node.
(If good OpenMP performance scalability inside one node is achieved)

4. To test the performance scalability of the Hybrid MPI+OpenMP
program on multiple nodes in the CPU platform in the IICT-BAS cluster.
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THE FINITE DIFFERENCE SCHEME

We consider rectangular domains and introduce uniform rectangular
mesh of size h and �xed time step of size τ .

Using second order centered �nite di�erences for both time and space
derivatives, we achieve our scheme.

As a result, at every interior mesh point we need to solve a system
of one and the same cyclic tridiagonal matrix S. We use Gaussian
elimination. The cost is only 9N − 12 �oating point operations. The
diagonally dominance of the matrix (−0.5 < s ≤ 0) ensures the
stability of the Gaussian elimination.
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THE STABILITY CONDITION

The von Neumann (linear) stability condition is:

τ <

√
1 + 2s h
√

2

τ - the step in time

h - the mesh size of the uniform rectangular mesh

√
1 + 2s =

√
λmin where λmin is the minimal eigenvalue of S

√
2 in the denominator corresponds to dimension = 2
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THE ENERGY EQUALITY

We need to check the following energy equality:

d

dt
E(t) + α

∫∫
Ω

(
N∑
i=1

ϕ2
i,t) dx dy = 0

where

E(t) =

∫∫
Ω

1

2
(ϕTxS

−1ϕx + ϕTyS
−1ϕy)+

+
N∑
i=1

(
1

2
ϕ2
i,t + 1− cosϕi − γϕi) dx dy
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Parallelization strategy: Fully hybrid MPI+OpenMP

We make domain decomposition with one MPI process working on
one cluster node. Ghost points are introduced to support the receives
between MPI processes.
Inside a subdomain the work is shared between OpenMP threads. At

every mesh point a system with the matrix S is solved.
Only master threads communicate (outside the parallel OpenMP region).
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Parallelization strategy: Fully hybrid MPI+OpenMP
Fork-Join model + Ordered Sends and Receives in paires
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OpenMP performance in HybriLIT

Scatter thread a�nity is used. The threads are distributed
as evenly as possible across the entire system.
For most OpenMP codes, scatter should provide the best performance,
as it minimizes cache and memory bandwidth contention.
In the following table computational domain size is:
Neq x Nx x Ny = 10 x 3000 x 3000 = 9.107, Ntime = 300.
The test in double precision arithmetic is done on the CPU part
of one node in the HybriLIT cluster, i.e. on
2 x Intel R©Xeon R© Processors E5-2695 v2 (24 cores, 48 threads).
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OpenMP performance on the CPU platform of IICT-BAS cluster

In the following table computational domain size is:
Neq x Nx x Ny = 10 x 3600 x 3600 ∼ 13.107,
Ntime_steps = 150.
The test in double precision arithmetic is done on one node
of the CPU platform of the IICT-BAS cluster :
2 x Intel R© Xeon R© Processors X5560 (8 cores, 16 threads).
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MPI+OpenMP performance on multiple nodes
in the CPU platform of the IICT-BAS cluster

In the following table only Ntime_steps is changed:
Ntime_steps = 1800 .
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SIMULATION EXAMPLE �
Nonlinear standing wave solution in 30x30 square,
4 equations, α = 0.13, γ = 1.14, s = −0.49993.
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Discrepancy of the energy equality
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