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Minimization of real-parameter functions Global optimization

Minimization of real-parameter functions

Search for a vector x™ = {x;}|,_, p 1.
which minimizes an objective function f(x):

f(x") < f(x), VxeQ,

where Q C RP is a search domain.

x* = Argmin f(x); f(x): R° =R

Additional obstacles for minimization:

@ Constraints on variables p(x) < 0

Multidimensional parameter space D = 10...100
Multimodal objective functions
Function derivatives are not available or useless

Objective functions with “noise”

Computationally expensive objective functions
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Minimization of real-parameter functions

Asynchronous Differential evolution

Cr

Natural evolution

o Natural selection — organisms with
favorable traits have a higher chance
to survive and reproduce [Darwin]

@ DNA — encoding of genetic
information of the individual organism
[Watson & Crick]

@ Population genetics — modifications
in offsprings as a result of mutations
and recombinations and gene flow
within the population [Mendel]

Result of the natural evolution — a population of individuals with increased
fitness with respect to the external factors (“selection function”)
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Minimization of real-parameter functions G mization
Asynchronous Differential evolution

C Corr

Evolutionary algorithms

Evolutionary algorithm (EA) — an algorithm, which implements operators
similar to processes in Natural evolution:

| Population initialization |
N
Y

| Fitness evaluation (all individuals) |

S>> _siop ]

| Modification: mutation / recombination |

!

| Offsprings generation
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Minimization of real-parameter functions
tial evolution
e Correl

Classical Differential Evolution

o Evolutionary algorithm (EA) — an algorithm, which implements operators
similar to processes in Natural evolution: selection, mutations and
crossover of genes

o Classical Differential Evolution (DE) is an Evolutionary Algorithm with
specific mutation: v = x, + F(x, — xq)

@ Invented in 1995
[K. Price, R. Storn// J. Global of Optimization 11 (1997) 341]

e Use population of vectors (population size N,,)

o Every population member is a vector in continuous space Q C RP

[K. Price, R. Storn, J.A. Lampinen "Differential evolution — A Practical Approach to Global
Optimization”, Springer, 2005]
[S. Das, P.N. Suganthan// IEEE Trans. Evol. Comp. 15 (2011) 4]
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Minimization of real-parameter functions
tial evolution
e Correl

Asynchronous Differential Evolution (ADE)

ADE is a steady-state variant of the classical DE
[E. Zhabitskaya, M. Zhabitsky// LNCS 7125 (2012) 328]

é(/) ?opulation initialization {X"}|i:0,.4.Np71' Xj = {Xi,J'}|j:0,.HD—1

i = choose_target_vector(); // target vector choice |

// Mutation:
vi = xr + F(xp — Xq); // mutant vector, r # p # q — random indices

// Crossover (recombination):
for (=0,j<D;j=j+1)

vij rand(0,1) < G, or j = .
ujj = {X'.’J. othefw}se) r O = Jrand // trial vector
i.j

// Selection:
if (F(w) < f(xi))

xi = uj;

} while (termination criteria not met);
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Minimization of real-parameter functions
tial evolution
e Correl

Asynchronous Differential Evolution: few parameters

ADE is a steady-state variant of the classical DE
[E. Zhabitskaya, M. Zhabitsky// LNCS 7125 (2012) 328]

é(/) ?opulation initialization {x,-}|i:O7_”Np71, Xj = {Xi,J'}|j:0,.HD—1

i = choose_target_vector(); // target vector choice |

// Mutation:
vi = xr + F(xp — Xq); // mutant vector, r # p # q — random indices

// Crossover (recombination):
for (=0,j<D;j=j+1)

vij rand(0,1) < C, or j = .
ujj = {X'.’J. othefw}se) r O = Jrand // trial vector
i.j

// Selection:
if (F(w) < f(xi))

xi = uj;

} while (termination criteria not met);
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Minimization of real-parameter functions
tial evolution
e Correl

Asynchronous DE: Classification

mutation: vi =%+ F(x, — Xq)

x; — target vector
X, — base vector
(xp — xq) — difference vector

DE/w/x/y/z is classified according to Mutation and Crossover operators:
w corresponds to a target vector to be replaced;

x — a base vector;

y — number of difference vectors;

z — crossover type (binomial or exponential).

rand/rand/1/bin  WVand = Xrand + F (X — Xq)
rand/best/1/bin  Viand = Xbest + F(Xp — Xq)
worst/best/bin Viorst = Xbest + F(Xp — Xq)
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Minimization of real-parameter functions
olution
Crossover based on Adaptive Correlation Matrix

Uniform (Binomial) Crossover with fixed C,

Combines a mutant vector v with a target vector x into a trial vector u:

b Vi rand(0,1) < C, or j = jrand
s Xij otherwise.
parents: NN N O Y
] Y Y T Y Y I

chig NN EEEN .

Receipes for a crossover rate C,:

C, = 0 is suitable for separable problems

C, = 1 is for non-separable problems (also rotationally-invariant)
C, = 0.9 is usually used

Mikhail Zhabitsky Opportunistic ADE



Minimization of real-parameter functions
syn Differential evolution
Crossover based on Adaptive Correlation Matrix

JADE Crossover rate C, adaptation

JADE scheme to adapt C;
[J. Zhang and A.C. Sanderson, IEEE TEC 13 (2009) 945]

G = N(pe,0c =0.1) truncated to [0,1]

Mean pc is updated after successful iterations:

pe = (1= cpe + ce(Cri)
ug =05
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Minimization of real-parameter functions
1chronous Di ntial evolution
Crossover based on Adaptive Correlation Matrix

ADE with Adaptive Correlation Matrix

ADE-ACM: [E. Zhabitskaya, M.Zhabitsky, GECCO-2013]

DE is known to adapt to the objective function landscape:
[K. Price, R. Storn, J.A. Lampinen, Springer, 2005]

Population is a sample to test pairwise correlations:

Np—1
G = w1 Z X = %) (xik = X)),
qjk
Sjik =
T Vaa

Adaptive correlation matrix after successful iterations:
C'=(1-c)C+cS.

[A. Auger, N. Hansen, CMA-ES, IEEE CEC (2005) 1769]
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Minimization of real-parameter functions
F erential evolution
Crossover based on Adaptive Correlation Matrix

ADE with Adaptive Correlation Matrix (I1)

Example: composite function

f= fRosenbrock(X07X1) + fRosenbrock(X2a X3)

Coo 0.910 0.027 0.038
0910 Cu 0.016 0.015
0.027 0.016 Cx 0.945
0.038 0.015 0.945 Cs3

C =
Select some coordinate m and a threshold ci,:
m = [Drand(0,1)], ¢ = rand(0,1);

Im = {V) : |Cmj| > Cthr}-

vij ifjel Lo
ujj = " J ™ = Crossover within the selected subspace
xij otherwise.
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Minimization of real-parameter functions

ntial evolution
Crossover based on Adaptive Correlation Matrix

Crossover: numerical tests

4 2 Ellipsoid separable

3 Rastrigin separable
L]

5 2 o: ADE-ACM
4 v: JADE
2 : C, =0.0
i O: C, =0.9
2
i rand/rand/1
1 N, adaptation
Okarget Df 1a:8 Otarget Df: 1e-8
20 3 5 10 20 40 27 3 5 10 20 40
8 Rosenbrock original 20 Schwefel x*sin(x)

4
3 [N. Hansen et al,
| BBOB-2012 test
’ bench]
3
Ofarget Df: Te:8 Otarget Df: 1e:8
23 5 10 20 0 2° 3 5 10 20 0
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Minimization of real-parameter functions

Partly-separable problems

erential evo

ution

Crossover based on Adaptive Correlation Matrix

D =20:

fRos(XS e

DE/rand/rand/1 strategies:

f(X) = fRos(Xo7X1) + fRos(X27 L.
. 7X8) + fRos(X97 ..

7X4)+

., X13) + fros(x14, -

.. 7X19)

C, Psuce mean median std.dev
bin 0 0 — — —
bin 0.9 1 | 4.93e+05 | 4.14e+05 | 1.95e+05
bin JADE | 0.44 | 1.19e+07 — | 1.11e+06
acm — 1| 6.82e+04 | 6.57e+04 | 1.74e+04
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Minimization of real-parameter functions
syn Differential evolution
Crossover based on Adaptive Correlation Matrix

Population size N, adaptation

small N, large N,
Probability to locate a minimum — +
Convergence rate —+ —

ADE with restarts [Zh&Zh// LNCS 2013]:
e Small initial population size NJ™ = 10
o Restart with larger N, <~ kN, (after stagnation)
e Switch to NJ™ if NJ'™ = 20D was exceeded

Stagnation criteria used to solve following test problems:

o 3j Ax; <exmax{|xi[}.

o Af <er i:om?/\)qu{'ﬁ'}'
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Minimization of real-parameter functions
syn Differential evolution
Crossover based on Adaptive Correlation Matrix

Scale factor F adaptation

mutation: vi =X, + F(xp — Xq)

F > Fine to prevent premature convergence
[D. Zaharie, 2002]
[E. Zhabitskaya, LNCS 7125 (2013) 322]

JADE scheme to adapt F
[J. Zhang and A.C. Sanderson, IEEE TEC 13 (2009) 945]

Fi = Cauchy(ur,0r = 0.1)
If F/ < Fmin = 0.1, it is regenerated,
If F/ > Frnax = 1.0, then F/ <4 Frax

Location parameter ur is updated after successful iterations:

i

pr = (1= cr)ur + crLa({F}) = (1 — cF)ur + cF S F

0
HF = 0.5
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Minimization of real-parameter functions
Asynchronous Di ntial evolution
Crossover based on Adaptive Correlation Matrix

Strategies

mutation: vi = x + F(x, — xq)

x; — target vector
x, — base vector
(xp — xq) — difference vector

rand/rand/1 vi = X, + F(xp — xq)

rand/current-to-pbest/1 v, = X + F(X0_, — X)) + F(% — %)
[J. Zhang and A.C. Sanderson, JADE, IEEE TEC 13 (2009) 945]

Iw/current-to-pbest /1 Viw = Xw + F(X2, — Xw) + F(X — Xg)
r,p,q € P — random individuals from the population P

Use an archive A to produce a directional difference vector: g € PU A
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Minimization of real-parameter functions

Strategies: numerical tests

4,

0|

2 Ellipsoid separable "

S
2
1
0

arget Df: 1e-8
2 3 5

5 Linear slope

3% 9] _ér\f -

3 Rastrigin separable

o I

£t

arget Df: 1e-8
20 40 2 3 5

0

10 20

8 Rosenbrock original

arget Df: 1e-8
2 3 5

Ofarget Df: 16:8
20 40 27 3 5
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10 20

Opportunistic ADE

/ volution
Crossover based on Adaptive Correlation Matrix

o:  rand/rand/1
V:  rand/current-to-pbest/1
Iw/current-to-pbest/1

no archive
N, adaptation

[N. Hansen et al,
BBOB-2012 test
bench]



Minimization of real-parameter functions

erential evolution
Crossover based on Adaptive Correlation Matrix

rgence rate

Hyperellipse, D=10, ADE-ACM, rand/rand/1

lg(f-f)

2
f= 5 c(x — o)
@ log-linear convergence

@ No matrix inversions

@ Algorithm internal complexity

0(D?)

o e Lo b L L L = L

0 1000 2000 3000 4000 N
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Minimization of real-parameter functions
syn Differential evolution
Crossover based on Adaptive Correlation Matrix

Scheme of parallelization (ADE)

Thread 0
Xi
Thread 1 X;
f(xi) Optimization
master ADE

(OpenMP or

X; MPI)
f(x)
Thread Nyroc

f(x)

@ Master/Workers model (coarse-grained parallelization)
o Complete and efficient use of all nodes
@ OpenMP and MPI (MPICH2) C++- realizations

[E. Zhabitskaya, M. Zhabitsky, Math. model. 24 (2012) 33]
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Minimization of real-parameter functions

Asynchronous Di ntial evolution
Crossover based on Adaptive Correlation Matrix

Speed-up on parallel systems

g‘ 250 ;* ,,,,, spead-up = N proc g— 140; —o speed-up, P
! [ —— rand/rand/1/bin F
S oo ) o 120F - speed-upt
[} E --e-- rand/1/bin [J) [
8 g o 100-
o 0 & 80
100 60F
] a0
E o 200
0 50 100 150 200 250 0%~ 204060 80 100 120 140
[E. Zhabitskaya, M. Zhabitsky // LNCS [E. Zhabitskaya, et al. // Math. model.
7125 (2012) 328] 27 (2015) 58]
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Optimization problem

Non-linear Least Squares Opportunistic ADE to solve NLLS

Non-linear Least Squares

Search for a vector x* = {x;}|,_, p 1.
which minimizes an objective function f(x):

j<M

f(x)<f(x), VxeQcC RD, where f(x Z f2

j<M
= Argmin f(x); f(x)= Z f2(x) f(x): R? —»RY.

Additional obstacles for minimization:
e Multimodal objective functions

@ Function derivatives are not available or useless

2
i —t
Weighted Least Squares: x* = Z M
o
; J
Note: the Gauss—Newton or the Levenberg—Marquardt algorithms for a local
minimum problem
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Optimiz. blem
Opportunistic ADE to solve NLLS

Non-linear Least Squares

How to solve NLLS?

Naive example: f(x) = Z f2(x) = Z X7
J j
Approach within Differential Evolution:
@ Set C, = 0 (separable problem)

@ Modify a selected x;, see improvement in f = Z 6-2

= Coordinate descent: convergence rate O(D™')

More efficient approach:
@ Modify all! x;, see improvements in f;
@ Combine x from coordinates x;, which provides better f;

= Convergence rate will be (almost) independent from a problem’s
dimension D: O(1)
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Optimiz. ble

. . m
Non-linear Least Squares Opportunistic ADE to solve NLLS

Heuristic approach to solve NLLS

Adaptive correlation matrices for corr(x;, x;) and corr(x;, fm):

C' =(1-c)C+cS.

@ Select a threshold ¢ = rand(0, 1)
@ Select some coordinate my and identify a set of variables
I = {Vj : |corr(Xmy, xj)| > cenr}
@ Identify a set of functions Fy = {Vj, [ :j € L, |corr(xj, fi)| > G}
Q Identify a set of variables I¢* = {Vj,/: | € Fx, |corr(x;, fi)| > Cnr}
© Repeat steps start from 2 within (I — I$™) until all variables are exhausted

Vij Ifj S UHk

- = Crossover within selected subspaces
Xj,j otherwise.

Trial vector: u;j = {

ujj if ZJFk fi(uij) < E]Fk fi(xij), J€lk

Synthetic trial vector: t;; = _
X;j otherwise.
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Optimizatio

Non-linear Least Squares Opportunistic ADE to solve NLLS

Separable block problems: results

D—-1 D—1
)= )= ax
j=0 j=0

Median number of function evaluations

D ADE-ACM | Opportunistic ADE-ACM | Idealistic ADE-ACM
10 2486 2116
100 76482 13365
1000 > 10° 22243
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Optimizatio

Non-linear Least Squares Opportunistic ADE to solve NLLS

Separable block problems: results

D—-1 D—1
)= )= ax
j=0 j=0

Median number of function evaluations

D ADE-ACM | Opportunistic ADE-ACM | Idealistic ADE-ACM
10 2486 2116 596
100 76482 13365 1663
1000 > 10° 22243 1893

Mikhail Zhabitsky Opportunistic ADE



Non-linear Least Squares

blem
DE to solve NLLS

Applications

e Curve-fitting, in particular
peak-finding

e Tracking (reconstruction of
particle trajectories)

-100

-100 -50 50 100

il Zhabitsky Opportunistic ADE




Conclusions

Conclusions

o Opportunistic Asynchronous Differential Evolution with Adaptive
Correlation Matrix is an efficient algorithm to solve partly-separable
block non-linear least squares problems

e Opportunistic Asynchronous DE with ACM is (quasi) parameter-free
o Opportunistic ADE has low internal complexity O(D?)

o (Almost) Linear speedup on parallel systems (up to 50 nodes)
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