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To build a computer cluster for the Grid and distributed
computing is a highly complex task. Such cluster has to
seamlessly combine grid middleware and different types
of the other software in one system with shared cpu,
storage, network and engineering infrastructure. To be
able to run effectively and be flexible for the still
unknown future usage patterns many software systems
must be gathered together to build a complete system
with high level of complexity. This work present a general
possible architecture for such systems and a cluster
software stack which could be used to build and operate
it using IHEP computer cluster as an example.
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Cluster for WHAT

Cluster WHAT

e compute hardware
* storage hardware

* network hardware
* security and usage policies
* engineering infrastructure
* place

For high energy physics
* Cuda

* Mathematica

* mpi

* OpenMP

* sse optimization

* caffe

* for computation in more or less one
field of science or more or less using
similar computation technologies

Cluster HOW

e computer technology
* storage technology

* network technology

* management technology

* engineering technology

What is a computing cluster

Cluster so
Debian, RHEL
* DCIM
* puppet
* git
* AFS
* Lustre
* FAI
» Kerberos
* Openldap
* Maui
* torque
* xrootd
* dCache
* HA clusters drbd+pacemaker
* nagios
* Splunk
* elastic search + kibana
°* munin
* pmacct
e collectl
* Grid middleware
* XEN, KVM



@jWhat is Grid and distributed computing

* Distributed computing is a field of computer science that

studies distributed systems. ng/o

* A distributed system is a model in which components

located on networked computers communicate and
coordinate their actions by passing messages. / [ Mefnory |

* The components interact with each other in order to

achieve a common goal.

* In distributed computing, a problem is divided into many \
tasks, each of which is solved by one or more computers, e

which communicate with each other by message passing.



D What is Grid and distributed computing

3 Running jobs: 268149

* Grids are a form of distributed computing . W A S 8 Tonser e 138 e
whereby a “super virtual computer” is composed \ . . % ‘
of many networked loosely coupled computers B
acting together to perform large tasks. Complete
computers (with onboard CPUs, storage, power
supplies, network interfaces, etc.) connected to a
computer network (private or public) by a
conventional network interface, such as Ethernet.
This is in contrast to the traditional notion of a
supercomputer, which has many processors
connected by a local high-speed computer bus..

¥ Googleearth
C

* Grid computers tend to be more heterogeneous and geographically dispersed (thus not
physically coupled) than cluster computers.
* Grids are often constructed with general-purpose grid middleware software libraries.
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[@j Cluster step by step
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Cluster WHAT
e compute hardware
* storage hardware

* network hardware o » IniEstructure
* security and usage policies managen

* engineering infrastructure
* place

Describe in human readable form:
e compute hardware

* storage hardware

* network hardware

* management hardware
 engineering infrastructure

* place

Has program interface.
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Cluster step by step

Cluster WHAT |
* engineering infrastructure Rlacenpowericooling
* place

Define resources installation:
* capacity

* reliability

* connectivity

07.07.2016 Grid 2016



Cluster step by step

Cluster WHAT |
* network hardware Nenwonking

The core of the distributed computing

* must be scalable

* very reliable

* high throughput network for data transfers

* independent from general purpose network as
much as possible (dns, gateways, dhcp, proxy)

* could be several networks (computing, storage,
infrastructure, power)

07.07.2016 Grid 2016
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Cluster WHAT
* security and usage policies

07.07.2016

Cluster step by step

Althehization Althehtication

-

Authentication is the process of ascertaining that somebody
really is who he claims to be.

Authorization refers to rules that determine who is allowed
to do what.

Authentication = login + password (who you are)
Authorization = permissions (what you are allowed to do)

Grid 2016 9
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Cluster step by step

Cluster WHAT Baitchisystem ComEUEe heekes
e compute hardware

cpU gpU Pl

seheduleln

The main resource for computing — compute
nodes

* batch system convenient way of running tasks
* orchestrator for compute nodes of different
types

* scheduler is a brain of effective and fairly use
the resources

07.07.2016 Grid 2016 10



Cluster step by step

Cluster WHAT ComEUEe heekes
e compute hardware Batchisystem

cpU gpU Pl

Configlliation

sechedulen
In'stallatieon

Many nodes need:
* Automatic installation
» Automatic configuration

07.07.2016 Grid 2016 11
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Cluster step by step

Cluster WHAT Bigidatafsenvelns
 storage hardware

SLOFEEE SYSURMS

REME ClEE SEVERS

Sofitwakeldata
SERVIET

NENIV@ clee) SRrVER

Store different types of data:
* home dirs with auto-backup
* big data for fast analysis

* software area for small files

* archive storage for long term storage and
backup

07.07.2016
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Cluster step by step

Cluster } » Menitoring systems

Many types of monitoring:
* you know exactly how the cluster works;
* accounting/billing for the cluster usage.

07.07.2016 Grid 2016 13
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Cluster for WHAT } »

07.07.2016

Cluster step by step

Grid 2016

m

For whom cluster created:

* all experiments have their specific
usage patterns

* in any time they can ask about
something new

e all time communication about
admins and users how to use the
cluster in the best way to achieve
users goals.

14



Cluster step by step

Cluster GRID } »
GRID) ExpRFmEmS

Ghidisenhvices
Eric] clata SErVERS

Gric) Micelleware
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Cluster step by step

Cluster — people

07.07.2016 Grid 2016



Cluster software step by step

Cluster HOW
Data Center Infrastructure Manager
(opendcim)
* Site Management
EXPERIMENTS . B¢t
* Daily Operations
MONITORING SYSTEMS R ey
ISR (RS GRID BPERRIERS
BATCH SYSTEM COMPUTE NODES HOME DATA SERVERS
STORAGE IV3TEMS GRID SERVICES
SRETNAN PAS SRR GRID DATA SERVERS
CPU GPU| Py ARCHIVE DATA SERVER GRID MIDDLEWARE
e CONFIGURATION
INSTALLATION
AUTHORIZATION AUTHENTICATION
NETWORKING

07.07.2016 Grid 2016 17



Cluster software step by step

Cluster network HOW:
* Ssh configuration

* DNS

* Proxy

EXPERIMENTS « Dhep
MONITORING SYSTEMS ° N AT
e GRID EXPERIMERTR

BATCH SYSTEM COMPUTE NODES HOME DATA SERVERS
STORAGE SYSTEMS
REETIAN RSTS SRS R Techn IogWanA'rAsemm
CPU GPU| PHy ARCHIVE DATA SERVER GRIDMIDDLEWA‘E DiStII'l, I . II I I .

SCHEDULER SSHmHmATN * bondin g ‘ LACP)

INSTALLATION

AUTHORIZATION AUTHENTICATION

07.07.2016 Grid 2016 18



Cluster software step by step

Cluster 2A HOW:

*OpenLDAP
*Kerberos5
EXPERIMENTS
MONITORING SYSTEMS \
BIG DATA SERVERS
GRID EXPERIMENTS
BATCH SYSTEM COMPUTE NODES HOME DATA SERVERS
STORAGE SYSTEMS o
SN ISH S GRID DATA SERVERS
CPU GPU| PHy ARCHIVE DATA SERVER GRID MIDDLEWARE
ScHEDULER CONFIGURATION
INSTALLATION

07.07.2016 Grid 2016 19



Cluster software step by step

Cluster Batch system HOW:
*TorquePBS patched with Kerberos5 support
* maui scheduler patched with GPU and
software features support

EXPERIMENTS
MONITORING SYSTEMS
BIG DATA SERVERS
GRID EXPERIMENTS
COMPUTE NODES HOME DATA SERVERS
SOFTWARE DATA SERVER FIRTRE GRID SERVICES
GRID DATA SERVERS
cu | Gru| ewy ARCHIVE DATA SERVER GRID MIDDLEWARE

CONFIGURATION

INSTALLATION

07.07.2016 Grid 2016 20



Cluster software step by step

Cluster installation HOW:
Fully Automatic Installation (FAl)
* is a non-interactive system to install,
customize and manage Linux systems and

EXPERIMENTS ftware configurations on computers as
MONITORING SYSTEMS well as achines and chroot
F— envifonments.
COMPUTE NODES HOME DATA SERVERS e Dif e@ﬂ?ﬁﬁmwm (RHEL, De
STORAGE SYSTEMS GRID SERVICES
e GRID DATA SERVERS
ARCHIVE DATA SERVER GRID MIDDLEWARE

CONFIGURATION

07.07.2016 Grid 2016 21
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EXPERIMENTS

Cluster software step by step

Cluster configuration HOW:

* Puppet (git)
* pdsh
e debian, RHEL

MONITORING SYSTEMS

BIG DATA SERVERS

HOME DATA SERVERS

CENS|
Tne SOFTWARE DATA SERVER

ARCHIVE DATA SERVER

07.07.2016

GRID EXPERIMENTS

Grid 2016

GRID DATA SERVERS

22



Cluster software step by step

Cluster compute nodes HOW:
e Scientific Linux
* Cuda
* MPI
EXPERIMENTS * OpenMP

07.07.2016

MONITORING SYSTEMS
BIG DATA SERVERS * Mathemati

HOME DATA SERVERS GmRE@ﬁgm I's

GRID DATA SERVERS

ARCHIVE DATA SERVER GRID MIDDLEWARE

Grid 2016 23



Cluster software step by step

EXPERIMENTS

Cluster storage systems HOW:
* Lustre
* AFS
e cvmfs
* castor

07.07.2016

MONITORING SYSTEMS

GRID EXPERIMENTS

GRID SERVICES
GRID DATA SERVERS

Grid 2016 24



Cluster software step by step

Cluster monitoring systems HOW:
* nagios
* Splunk
* elastic search + kibana

coIIctI
GRIQR.EXPERIMENTS

* Aeesumting (self made

GRID DATA SERVERS
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Cluster software step by step

Cluster Grid software HOW:
e EMI+UMD
* site BDIl, CREAM-CE, WLCG VO-

BOX, Apel, Perfsonar, frontier/cvmfs
squids

e, xrootd

GRID EXPERIMENTS
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Cluster software step by step
Cluster for WHOM:
* [IHEP physicist
* IHEP experiments: BEC, OKA,
FODS, COMPASS, TNF, LDS, ORI,
phenix, panda, tnf
CMS, LHCDb, Alice

07.07.2016 Grid 2016 27
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Cluster structure

Structure of the RU-Protvino-IHEP
Linux PC farm
20160111
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Grid 2016
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Thank you!

Any questions?

Grid 2016
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