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The Large Hadron Collider (LHC), operating at the international CERN Laboratory in Geneva, Switzerland, is
leading Big Data driven scientific explorations. Experiments at the LHC explore the fundamental nature of
matter and the basic forces that shape our universe, and were recently credited for the discovery of a Higgs
boson. ATLAS, one of the largest collaborations ever assembled in the sciences, is at the forefront of research
at the LHC. To address an unprecedented multi-petabyte data processing challenge, the ATLAS experiment
is relying on a heterogeneous distributed computational infrastructure. The ATLAS experiment uses PanDA
(Production ANd Distributed Analysis system) Workload Management System for managing the workflow
for all data processing on over 150 data centers. Through PanDA, ATLAS physicists see a single computing
facility that enables rapid scientific breakthroughs for the experiment, even though the data centers are phys-
ically scattered all over the world.
While PanDA currently uses more than 250,000 cores with a peak performance of 0.3+ petaFLOPS, next LHC
data taking runs will require more resources than Grid computing can possibly provide. To alleviate these
challenges, LHC experiments are engaged in an ambitious program to expand the current computing model
to include additional resources such as the opportunistic use of supercomputers.
We will describe a project aimed at integration of PanDAWMS with supercomputers in United States, Europe
and Russia (in particular with Titan supercomputer at Oak Ridge Leadership Computing Facility, MIRA su-
percomputer at Argonne Leadership Computing Facilities, and others). In our talk we will consider different
approaches towards ATLAS data processing on supercomputers: using dedicated allocation of supercomputer
time, working in backfill mode, and multi-step processing. Special attention will be devoted to AES (ATLAS
event service) on HPC and multi-job pilot.
We will present our recent accomplishments with running PanDA at supercomputers and demonstrate our
ability to use PanDA as a portal independent of the computing facilities infrastructure for High Energy and
Nuclear Physics as well as other data-intensive science applications, such as bioinformatics and astro-particle
physics.
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