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The process of charge transfer in biopolymers is modeled by specific ODE system. To estimate the thermody-
namic properties of the model, we use direct simulation - calculation of the set of trajectories and averaging
over ensemble. Such calculations require a lot of computer time. We compared the three program realization,
using MPI, openMP, and GPU technology.

At present, attention of researchers attracts possible application of biological macromolecules in nanobioelec-
tronics, especially DNA, for example, in the development of electronic biochips and use as molecular wires.
Therefore, the study of thermodynamic characteristics and conducting properties of biopolymers is of interest
[1,2].
The model of charge transfer along the chain of sites is described by the self-consistent system of ODE. To
simulate thermostat, we add friction term and random value with special properties in the right-hand side
(Langevin equation). In computationally, the resource-intensive part of the problem is the calculation of a
large number of samples (the dynamics of the charge distribution from the different initial data and with dif-
ferent values of the random force), since the accuracy of the mean is proportional to the square root of the
simulation amount. Such task imply the natural parallelization “one sample - one core” using MPI technology.
The problem of attaining the thermodynamic equilibrium can require huge integration time [3]. To reduce
the computation time, we have studied the possibility of paralleling using openMP, and program realization
based on GPUs with NVIDIA CUDA technology.
Although explicit iterative method use for numerical integration of the ODE system, but the equations in-
cludes explicitly only the nearest neighbors. So we can “divide” the chain into several fragments, which are
integrated in one step independently on different cores with openMP. To realize the GPU program version,
we assemble a single array of several implementations with dividers - Resettable sites. Number of samples
depends on the amount of sites in the chain. Due to hardware multithreading operations, calculations are
carried out in parallel simultaneously on all components of the vector.
The results of tests and comparison of the performance of these three program realizations are discussed.
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