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Networking is known to be a “bottleneck” in scientific computations

on HPC clusters. It could become a problem that limits the scalability

of systems with a cluster architecture. And that problem is a worldwide one since clusters are used almost
everywhere.

Expensive clusters usually have some custom networks.

Such systems imply expensive and powerful hardware, custom protocols, proprietary operating systems.
But the vast majority of up-to-date systems use conventional hardware,

protocols and operating systems, for example, Ethernet network with OS Linux on cluster nodes.

This article is devoted to the problems of small and medium clusters that are often used in universities.
We will focus on Ethernet clusters with OS Linux.

This topic will be discussed by the example of implementing a custom protocol. TCP/IP stack is used very
often in cluster computing, even small clusters use it.

While it was originally developed for Internet and could impose unnecessary overheads when it is used in a
small cluster with reliable network.

We will discuss different aspects of Linux networking stack (e.g. NAPI) and modern hardware (e.g. GSO and
GRO);

compare performance of TCP, UDP, custom protocol implemented with raw sockets and as a kernel module;
discuss possible optimizations.

As a result several recommendations on improving networking performance of Linux clusters will be given.
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