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Simulation 

Reconstruction 
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Dynamic (hotspot) analysis of BmnRoot 

1.  «Handmade» (source level)  timing. 

2. Google Performance Tools (GPT). 

3. Advanced tools for deep analysis of the software code bottlenecks. 
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Testbench 1 

Testbench 2 

CPU:  Intel(R) Core(TM) i5-2400 @ 3.10GHz 

(4C noHT, L3 Cache 6MB) 

RAM: 16GB 

OS: Linux (Ubuntu) 

CPU: Intel Xeon E-2136 @ 4.5GHz Turbo (6C 

2xHT, L3 Cache 8MB) 

RAM: 32GB 

OS: Linux (Ubuntu) 

Testcase 1 

Testcase 2 

Simulation with BOX generator 

5000 events for hotspot analyses 

Macros run_sim_bmn.C 

Simulation with DCM-QGSM generator 

5000 events for hotspots/1000 events to study 

scalability 

Macros run_reco_bmn.C 

Testcase 3 
Reconstruction for data simulated by DCM-QGSM 

generator 

5000 events for hotspot analyses/1000 to study 

scalability 

Macros run_rec_bmn.C 
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Hotspot analysis with Google Performance Tools 

Simulation 

Reconstruction 
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sincos 399.4 s 

Trandom::Gaus 368.9 s 

DeadZoneOfStripLayer::IsInside 365.2 s 

TRandom3::Rndm 231.6 s 

deflate 167.3 s 

BmnGemStripModule::AddRealPointFull 120.8 s 

BmnGemStripLayer::ConvertPointToStripPosition 97.7 s 

... 

Simulation  (Testbench 2 + Testcase 2) 

Advanced hotspot analysis 
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BmnCellAutoTracking::CellsConnection 239.3 s 

inflate 48.2 s 

BmnKalmanFilter::RK4Order 22.1 s 

BmnNewFieldMap::FieldInterpolate 16.6 s 

... 

BmnNewFieldMap::IsInside 12.0 s 

BmnKalmanFilter::TransportC 10.1 s 

... 

Reconstruction (Testbench 2 + Testcase 3) 
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gcc compiler optimization 
 

-O2/-O3 by default 

+ 

Aggressive vectorization. 

Autoparallelization of loops. 

Profile-guided optimization. 

Data alignment. 

Various kinds of loops optimization 

etc 

 

No impressive effects. 

Microarchitecture analysis + advanced hotspot analysis 
Inefficiencies in the code: dependencies, inefficient use of pipelines and so on. 

Performance optimization 
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OpenMP parallelization 

Simple OpenMP-parallelization of the most “hot” loop in CellsConnection method 

must be verified by Quality Assurance module.  

It doesn’t work (data races). 

 

 

Threadsafe parallelization requires changes of algorithm.  

 

Modified algorithm is parallelized. 
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QA&Scalability (Testbench 1 + Testcase 3) 

QA - 1 thread 

QA - 4 threads 
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Scalability (Run-4699) 

Run-4699 

 

224 000 events 

Argon beam, 3.2 GeV 

Sn target 

 

Time of reconstruction vs  

number  of threads 
Speedup of reconstruction vs  

number  of threads 

Hardware 

 

24 cores (Intel CPU) 

No hyperthreading 

Virtualization 
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MWPC – realistic 

X and Y distributions of secondary particles  

Z distribution of secondary particles 

MWPC – schematic 

Simulation requires the description of 

detector geometry, its proportions, 

materials and location. The ROOT 

geometry package is used. 

MWPC detector geometry and track reconstruction 
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Efficiency of track reconstruction for 1 

particle in event. 

Efficiency of track reconstruction for 3 

particles in event. 

Efficiency of track reconstruction for 2 

particles in event. 
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Identification of charged particles  with ML 
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Conclusion 

• Dynamic analysis of the BmnRoot modules which are used in simulation and track reconstruction has been performed 

and hotspots are localized with different approaches. 

• One of the most significant hotspots in reconstruction module has been parallelized for shared memory computing 

systems.  

• Parallelized version has been verified. Scalabilty was studied both on simulated and experimental data. 

• Functionality of the BmnRoot has been extended by more complete description of the MWPC detector. Digitizer, hit 

finder and track reconstruction algorithm have been developed for simulated data and implemented as C++ classes for 

BmnRoot. 

• We plan deeper optimization of the performance both of the BmnRoot simulation and reconstruction modules. 

• Sources will be uploaded in repository of the BM@N (BmnRoot). 
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Presented results are part of the project supported by the RFBR grant  #18-02-40104.  
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