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SM with massive neutrinos (Dirac)

i.e. SU(5) SUSY-GUT or SO(10) SUSY-GUT 
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too small to access experimentally

an experimental evidence: 
a clear signature of New Physics 
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cLFV: A clear signature of New Physics

The Role of cLFV
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The Standard Model: A very successful theory, but a lot of 
questions remain unanswered...
Dark matter, gravity, matter-antimatter asymmetry, number of generations, ... 
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B(µ+ ! e+�) ⌧ 10�50

Standard Model with massive neutrinos: Essentially no background
from the SM

Lepton Flavor Violation
• Observed in the neutral sector (neutrino oscillations) 
• Not observed in the charged sector – „accidental“ symmetry, 

no gauge-theoretical motivation!



The Role of cLFV
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A cLFV signal would be clear evidence for new physics
And if we don‘t observe it: Constrain new physics models

Many new physics models (SUSY, GUT models,...) predict 
B >> O(10-50)

cLFV searches are a highly 
sensitive tool to new physics up 

to a very a high mass scale
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cLFV: A clear signature of New Physics

Virtual BSM 
particles

Energy Frontier Precision & Intensity Frontier

Real BSM 
particles



Year
1940 1950 1960 1970 1980 1990 2000 2010 2020 2030

U
.L

. o
n 

B
R

 (9
0%

 C
L)

18−10

16−10

14−10

12−10

10−10

8−10

6−10

4−10

2−10

1

µ → eɣ
µ → eee
µN → eN

MEG
MEG II

cLFV with Muons
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µ available in large quantities
at dedicated accelerators“Golden Channels“

µ → eɣ
µ → eee
µN → eN

cLFV: “Effective” lagrangian with the k-parameter

de Gouvea and Vogel 
hep-ph:1303.4097

• Due to the extremely-low accessible 
branching ratios, muon cLFV can 
strongly constrain new physics 
models and scales

Model independent lagrangian

dipole term contact term

µ! e�

µ! eee

µN ! eN
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dipole term
(e.g. SUSY)

contact term
(e.g. Z‘, LQ)

complementary searches

µ → eee
µN → eN

µ → eɣ
cLFV is also sensitive to the

structure of the NP

future experiments
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Engineering Sciences

~ 2000 employees
~ 2500 users/ year from all 

around the world
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cLFV Experiments at PSI
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World‘s most intense continuous muon beams
O(108) μ/sec è a unique place for cLFV searches! 

High Intensity Proton 
Accelerator facility: 
590 MeV proton energy
2.3 mA proton current
1.4 MW power
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cLFV Experiments at PSI
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MEG

High Intensity Proton 
Accelerator facility: 
590 MeV proton energy
2.3 mA proton current
1.4 MW power
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World‘s most intense continuous muon beams
O(108) μ/sec è a unique place for cLFV searches! 

Picture credits: Paul Scherrer Institut



The MEG Collaboration
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~70 physicists from 5 countries   



The µ → e+ɣ decay
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Signal Signature
2-body-decay with e+ and ɣ
• back-to-back (Θeɣ = 0)
• time-coincident (teɣ = 0)
• monochromatic

(Eɣ=Ee+= 52.8 MeV)

Backgrounds
AccidentalsRadiative Muon Decay

�Rµ

�Rµ �Rµ
2
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The MEG Experiment
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an example of events 
inside the blinded box

target

Drift Chamber

Timing Counter

Muon Beam

LXe Detector

Drift Chamber

Timing Counter

LXe calorimeter

Muon Beam

Target
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Beamline and Target
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Surface Muons
πE5 beamline @ PSI:
• 3x107 µ+/s
• Low momentum p = 29 MeV/c
• Small momentum spread O(10%)  

Muon Stopping Target
• Polyethylene-polyester sandwich
• 205 µm thickness, slanted at ~70°
• Holes and crossmarks for target

alignment

M. Venturini – SNS & INFN Pisa NuFact 2016, 22 August – Quy Nhon 14

Target Alignment
Multiple mesurements of
target position and shape

Track- imaging

3D scanner

optical

● Target position uncertainty gives a 
vertex position uncertainty 

  an uncertainty on the → relative angle

               e.g.  0.5 mm   4mrad ↔

● Global position and local deformation of 
the target are included in the likelihood 
analysis as nuisance parameters

● 13% worsening of experiment sensitivity
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The beam-line

            

● 590 MeV ring cyclotron at 2.2mA

● the pE5 beam line placed at 175° 

from the proton beam



The Positron Spectrometer
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Drift Chamber
Tracking:
• 16 modules
• Low mass

(0.2% X0) 

COBRA magnet
Gradient magnetic field:
• Constant proj. bending

radius → selection of
high momentum e+

• e+ emitted at cosθ~0 
quickly swept awayTiming Counter

e+ timing:
• 30 scintillating

plastic bars
coupled to PMTs

4. Design of a drift chamber module

Each drift chamber module has a trapezoid shape. It is an open
frame geometry without any supporting structure towards the
inner side (see Fig. 2). This open frame construction reduces the
amount of material in the inner part of the spectrometer and
reduces background events due to positron annihilation-in-flight.

The chamber module consists of two detector planes which are
operated independently. These two planes are separated by the
so-called ‘‘middle cathode’’ which consists of two cathode foils
with a gap of 3 mm. The wire frames contain alternating anode
and potential wires, stretched in the axial direction and mounted
with a pitch of 4.5 mm. The shortest wire has a length of 40 cm,
the longest of 86 cm and the anode-cathode distance is 3.5 mm. To
resolve left-right ambiguities one wire plane is shifted in the
radial direction by half a drift cell. The two detector planes are
enclosed in the so-called ‘‘hood cathode’’.

The middle cathode, as well as the hood cathode, are made of a
12:5mm thick polyimide foil with an aluminum deposition of
2500 Å thickness.

Thanks to such a low-mass construction, the amount of
material of one drift chamber module sums to an average value
of X0,module¼2.5"10#4 of a radiation length.

5. Charge division and vernier pattern

The determination of the z-position is based on the principle of
charge division. For this reason, the anode wires are resistive
wires made of nickel chromium with a resistance per unit length
of 2:2 kO=m. In a first step, the z-coordinate is derived from the
ratio of the charges measured at both ends of the anode wire.
Following this method the z-coordinate can be measured to a
precision of better than 2% for each anode wire length.

In a second step, the information from the cathodes is used to
achieve a more accurate z-coordinate, by using a so-called
‘‘double-wedge’’ or ‘‘vernier pattern’’ structure [6] which is etched
on the cathode planes on both sides of the anode wire (see Fig. 3).
The resistance per unit length of the strips is 50O=m. The induced
charges on each vernier strip are related to the z-position due to
the double-wedge structure. In total there are four cathode signals
for each anode wire and to increase the capability of this method
the vernier pattern of one cathode plane is shifted by l=4 in axial
direction with respect to its partner plane.

6. Geometrical alignment

During the construction of each single frame the position of
the anode wires and of the zig-zag structure of the vernier pattern
was measured with respect to an alignment pin located at the
bottom left edge of the frame.

Each cathode hood is equipped with two target marks placed
on the most upstream and most downstream upper edge of the
cathode hood. After the assembly of a drift chamber module the
position of these identification marks was measured with respect
to the alignment pin which allows the alignment of the different
frames within the drift chamber module and which acts as a
reference for the wire positions as well as the positions of the
vernier structure.

All drift chamber modules are mounted in a support structure
made of carbon fibre in which the modules are mounted at 10.51
intervals. The surface of the support structure between two
adjacent drift chamber modules is also equipped with target

Fig. 1. View of the drift chamber system from the downstream side of the MEG
detector. The drift chamber modules are mounted in a half circle, whereas the
muon stopping target is placed in the centre.

Fig. 2. Anode frame with wires (front), ‘‘middle cathode’’ and ‘‘hood cathode’’
(back) of a drift chamber module.

Fig. 3. Double wedge or vernier pattern structure etched in the aluminum layer of
the cathode foil.
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The magnetic spectrometer

            

● COBRA magnet

– Non uniform magnetic <eld

– Good pile up reduction

● 16  drift chamber modules

– High transparency (0.002 X0)

– 300 keV momentum resolution

● 30 scintillating bars

– ~65 ps positron hit time
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to reduce the stray field to the level necessary to operate the165

photomultiplier tubes (PMTs) in the LXe detector.166

The magnetic field of COBRA was measured with a com-167

mercial Hall probe mounted on a wagon moving along z,168

r and � in the ranges |z| < 110 cm, 0� < � < 360� and169

0 < r < 29 cm, covering most of the positron tracking170

volume. The probe contained three Hall sensors orthogon-171

ally aligned to measure Bz, Br and B� individually. Because172

the main (axial) field component is much larger than the oth-173

ers, even small angular misalignments of the other probes174

could cause large errors in Br and B�. Therefore, the field175

was determined using the measured values of Bz in the full176

volume and Br and B� in the plane at zB near zero, where the177

measured values are minimised (|Br(zB, r, �)| < 2 ⇥ 10�3 T).178

Br and B� are computed from the measured Bz using179

Maxwell’s equations as180

B�(z, r, �) = B�(zB, r, �) +
1
r

Z z

zB

@Bz(z0, r, �)
@�

dz0

Br(z, r, �) = Br(zB, r, �) +
Z z

zB

@Bz(z0, r, �)
@r

dz0.

The e↵ect of the misalignment of the B�-measuring sensor181

on B�(zB, r, �) is estimated by checking the consistency of182

the reconstructed Br and B� with Maxwell’s equations.183

The continuous magnetic field map used in the analysis184

is obtained by interpolating the measurements of the mag-185

netic field at the grid points by a B-spline fit [11].186

2.4 Drift chamber system187

The DCH system [12] is designed to ensure precise meas-188

urement of the trajectory and momentum of positrons from189

µ+ ! e+� decays. It is designed to satisfy several require-190

ments: operate at high rates, primarily from positrons from191

µ+ decays in the target; have low mass to improve kinematic192

resolution (dominated by scattering) and to minimise pro-193

duction of photons by positron AIF; and provide excellent194

resolution in the measurement of the radial and longitudinal195

coordinates.196

The DCH system consists of 16 identical, independent197

modules placed inside COBRA, aligned in a semi-circle with198

10.5� spacing, and covering the azimuthal region between199

191.25� and 348.75� and the radial region between 19.3 cm200

and 27.9 cm (see Fig. 4) Each module has a trapezoidal201

shape with base lengths of 40 cm and 104 cm, without sup-202

porting structure on the long (inner) side to reduce the amount203

of material intercepted by signal positrons. A module con-204

sists of two independent detector planes, each consisting205

of two cathode foils (12.5 µm-thick aluminised polyamide)206

separated by 7 mm and filled with a 50:50 mixture of He:C2H6.207

A plane of alternating axial anode and potential wires is208

situated midway between the cathode foils with a pitch of209

(a)

(b)

μ+
e+

μ+
e+

Figure 3 Concept of the gradient magnetic field of COBRA. The posi-
trons follow trajectories at constant bending radius weakly dependent
on the emission angle ✓e+ (a) and those emitted from the target with
small longitudinal momentum (cos ✓e+ ⇡ 90) are quickly swept away
from the central region (b).

Figure 4 View of the DCH system from the downstream side of the
MEG detector. The muon stopping target is placed in the centre and the
16 DCH chamber modules are mounted in a semi-circular array.

4.5 mm. The two planes of cells are separated by 3 mm and210

the two wire arrays in the same module are staggered by211

half a drift cell to help resolve left-right position ambiguities212

(see Fig. 5). A double wedge pad structure is etched on both213

cathodes with a Vernier pattern of cycle � = 5 cm as shown214

in Fig. 6. The pad geometry is designed to allow a precise215
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Figure 5 Schematic view of the cell structure of a DCH plane.

Figure 6 Schematic view of the Vernier pad method showing the pad
shape and o↵sets. Only one of the two cathode pads in each cell is
shown.

measurement of the axial coordinate of the hit by comparing216

the signals induced on the four pads in each cell. The aver-217

age amount of material intercepted by a positron track in a218

DCH module is 2.6 ⇥ 10�4 X0, with the total material along219

a typical signal positron track of 2.0 ⇥ 10�3 X0.220

2.5 Timing counter221

The TC [13,14,15] is designed to measure precisely the im-222

pact time and position of signal positrons and to infer the223

muon decay time by correcting for the track length from the224

target to the TC obtained from the DCH information.225

The main requirements of the TC are:226

– provide full acceptance for signal positrons in the DCH227

acceptance matching the tight mechanical constraints dic-228

tated by the DCH system and COBRA;229

– ability to operate at high rate in a high and non-uniform230

magnetic field;231

– fast and approximate (⇡ 5 cm) determination of the posi-232

tion resolution of the positron impact point for the online233

trigger;234

– good (⇡ 1 cm) positron impact point position resolution235

in the o✏ine event analysis;236

– excellent (⇡ 50 ps) time resolution of the positron im-237

pact point ;238

The system consists of an upstream and a downstream239

sector, as shown in Fig. 1.240

Each sector (see Fig. 7) is barrel shaped with full angular241

coverage for signal positrons within the photon and positron242

acceptance of the LXe detector and DCH. It consists of an243

array of 15 scintillating bars with a 10.5� pitch between adja-244

cent bars. Each bar has an approximate square cross-section245

of size 4.0 ⇥ 4.0 ⇥ 79.6 cm3 and is read out by a fine-mesh,246

Figure 7 Schematic picture of a TC sector. Scintillator bars are read
out by a PMT at each end.

magnetic field tolerant, 2” PMT at each end. The inner ra-247

dius of a sector is 29.5 cm, such that only positrons with a248

momentum close to that of signal positrons hit the TC.249

2.6 Liquid xenon detector250

The LXe detector [16] requires excellent position, time and251

energy resolutions to minimise the number of accidental co-252

incidences between photons and positrons from di↵erent muon253

decays, which comprise the dominant background process254

(see Sect. 4.4.1).255

It is a homogeneous calorimeter able to contain fully the256

shower induced by a 52.83 MeV photon and measure the257

photon interaction vertex, interaction time and energy with258

high e�ciency. The photon direction is not directly meas-259

ured in the LXe detector, rather it is inferred by the direc-260

tion of a line between the photon interaction vertex in the261

LXe detector and the intercept of the positron trajectory at262

the stopping target.263

Liquid xenon, with its high density and short radiation264

length, is an e�cient detection medium for photons; optimal265

resolution is achieved, at least at low energies, if both the266

ionisation and scintillation signals are detected. In the high267

rate MEG environment, only the scintillation light with its268

very fast signal, is detected.269

A schematic view of the LXe detector is shown in Fig. 8.270

It has a C-shaped structure fitting the outer radius of CO-271

BRA. The fiducial volume is ⇡ 800 `, covering 11% of the272

solid angle viewed from the centre of the stopping target.273

Scintillation light is detected in 846 PMTs submerged dir-274

ectly in the liquid xenon. They are placed on all six faces of275

the detector, with di↵erent PMT coverage on di↵erent faces.276

The detector’s depth is 38.5 cm, corresponding to ⇡ 14 X0.277
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Figure 5 Schematic view of the cell structure of a DCH plane.

Figure 6 Schematic view of the Vernier pad method showing the pad
shape and o↵sets. Only one of the two cathode pads in each cell is
shown.
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It is a homogeneous calorimeter able to contain fully the256

shower induced by a 52.83 MeV photon and measure the257

photon interaction vertex, interaction time and energy with258

high e�ciency. The photon direction is not directly meas-259

ured in the LXe detector, rather it is inferred by the direc-260

tion of a line between the photon interaction vertex in the261

LXe detector and the intercept of the positron trajectory at262

the stopping target.263

Liquid xenon, with its high density and short radiation264

length, is an e�cient detection medium for photons; optimal265

resolution is achieved, at least at low energies, if both the266

ionisation and scintillation signals are detected. In the high267

rate MEG environment, only the scintillation light with its268

very fast signal, is detected.269

A schematic view of the LXe detector is shown in Fig. 8.270

It has a C-shaped structure fitting the outer radius of CO-271

BRA. The fiducial volume is ⇡ 800 `, covering 11% of the272

solid angle viewed from the centre of the stopping target.273

Scintillation light is detected in 846 PMTs submerged dir-274

ectly in the liquid xenon. They are placed on all six faces of275

the detector, with di↵erent PMT coverage on di↵erent faces.276

The detector’s depth is 38.5 cm, corresponding to ⇡ 14 X0.277
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900 l liquid Xe viewed by ~ 850 PMTs 
covering ~ 11% solid angle   
Liquid xenon:
• Efficient detection medium for ɣ-rays (high 

Z, dense, short X0)
• Fast scintillation (τ = 4/22/45 ns)
• High light yield (~ 0.8 NaI)
• Good homogeneity
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The LXe detector

            

● 900 litres of LXe 

– viewed by 846 units of 2'' PMTs

– 10% solid angle

● Excellent LXe properties:

– Fast:  t's = 4/22/45 ns

– High Light Yield: ~0.8 LY(NaI)

– Short Radiation Length: X0=2.77 cm 

Page 28 of 59 Eur. Phys. J. C (2013) 73:2365

Fig. 49 LXe detector under construction. A flange of the outer vacuum
vessel was not closed yet when this picture was taken

Fig. 50 View of the LXe detector inside. A total of 846 PMTs are
mounted on all surfaces. The face on the left side is the incident one
for γ -rays from the target

uses a metal-channel dynode structure to achieve a reason-
able gain inside a short package (the height is 3.2 cm) and
a high tolerance for magnetic fields as large as ∼10−2 T
[44], directed either along the transverse or the longitudi-
nal direction. The PMTs are operated at LXe temperature
∼165 K, and are equipped with a quartz window that trans-
mits VUV photons and a bialkali (K–Cs–Sb) photo-cathode
sensitive to VUV photons. Aluminium strips are added to
the surface of the cathode to reduce the sheet resistance,

which increases at low temperature. Heat dissipation from
the base circuit is minimised by optimising the resistor chain
(16 M") with Zener diode protection in the last two dyn-
odes, which keep the voltage constant under a high counting
rate. Typical PMTs show Quantum Efficiency (QE) ∼15 %
and gain ∼1.8 × 106 at 850 V. Inside the cryostat, 3.0 m
plus 1.6 m RG-196A/U coaxial cables are used for the PMTs
signal, and 3.0 m RG-188A/U coaxial and 1.6 m wires for
HV. These are connected to the feedthroughs. Outside the
cryostat, signal cables are connected to the splitter boards
(see Sect. 9.2.2), and divided into trigger (see Sect. 8) and
DRS4 boards (see Sect. 9.2.1) which record all the PMT
waveforms.

6.2.3 Purification system

As discussed in Sect. 6.1, scintillation light may be ab-
sorbed by impurities in LXe, such as H2O and O2 at ppm
level. We have developed two purification methods, gas-
phase [41] and liquid-phase [45], to remove those impuri-
ties. Gas-phase purification removes impurities in Gaseous
Xenon (GXe) by means of a metal-heated getter. Although
the gas-phase purification successfully reduces such impuri-
ties, its circulation speed is limited (∼0.6 ℓ/h). It turned out
during the gas-phase purification study that H2O was the
dominant component for the absorption.

Liquid purification was developed to improve the circu-
lation speed and to remove mainly H2O from LXe by us-
ing a cryogenic centrifugal fluid pump [46] and molecular
sieves (MS13A). At the normal working point, the flow rate
is ∼70 ℓ/h. Molecular sieves can absorb more than 24 g of
water, and the cartridge contains heaters which enable a re-
generation of the cartridge.

6.2.4 Storage system

In addition to the detector, two storage systems for LXe and
GXe have been developed so that 1000 ℓ of xenon can be
stored safely when the detector is not operated [47]. One
is a 1000 ℓ Dewar with a pulse-tube cryocooler as well as
liquid nitrogen cooling lines and a thermal insulation layer.
The heat income is estimated to be less than 20 W, and the
cryogenic tank is designed to tolerate a pressure up to 6 bar.
As a result, LXe can be stored safely without supplying any
cooling power for 100 h. The Dewar is connected to the de-
tector with flexible tubes thermally insulated to allow a rapid
LXe transfer.

The other storage system consists of eight high-pressure
gas tanks to store GXe, each of which can contain up to
360 kg of xenon corresponding to 120 ℓ of LXe. This can
be used in long shutdown periods. In Fig. 51, a schematic
view of the LXe detector system including purification and
storage systems is shown.

 Toshiyuki Iwamoto  /  Physics Procedia   37  ( 2012 )  325 – 332 331

is to use χ2 distribution in fitting for timing reconstruction, and the other is to use spacial peak search in
PMT charge distribution on the inner and outer faces. If there are two gamma-rays by an accidental pileup
in a event, χ2 value becomes larger. In the present analysis, events with larger χ2 are rejected. Once we
find two peaks spatially separated in inner or outer faces, we try to eliminate one gamma-ray with smaller
energy. First, charges of PMTs around a gamma-ray with smaller energy are masked, and the main gamma-
ray energy is estimated by fitting method, which compares the data with the template, without those masked
PMTs. Then, the charges calculated from the template around the pileup gamma-ray replace the original
charges. After that, the usual energy reconstruction is done by the replaced charges. In Fig. 6, two event
displays with pileup gamma-ray before and after eliminating the pileup contribution are shown. For safety,
we reject those events with energy of pileup gamma larger than 10%.
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Fig. 6. Before(top figure) and after(bottom figure) eliminating pileup contribution.

After applying cosmic ray rejection and pileup elimination, we can obtain background spectrum from
time sideband data in physics run. Fig. 7 shows one example of background spectrum at typical incident
position. In order to take into account position dependent gamma-ray background spectra, detector fiducial
volume is split into different regions depending on γ incident face and the interaction depth, and each
position is treated independently. In order to describe this background shape smoothly, we fit the spectrum
with expected distribution. This can reduce a statistical fluctuation at higher energy region. Fitting function
is constructed by single gamma energy deposit spectrum in MC of radiative muon decay plus annihilation
in flight which are convolved by pedestal data and smeared by detector resolution, and cosmic ray spectrum
obtained without muon beam.

As one can see, the background spectrum can be well understood by this method. We can also extract
detector performance like energy resolution and energy scale from this fitting, and it is confirmed that those
extracted values are well consistent with the calibration data obtained by CEX data. These spectra are used
as a probability density function in physics analysis.

5. Status and Prospects

In 2011, full detector calibration run was finished by June, and physics run has been restarted since 30
June, and will be continued until December. MEG experiment will collect more physics data at least in
2011 and 2012 to reach 10−13 level sensitivity. In parallel, We are thinking possible improvements about
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σEɣ ~  2 % 
σEe ~ 330 keV
σteɣ ~ 120 ps
σθeɣ ~ 15 mrad
σɸeɣ ~ 9 mrad

Experimental Resolutions
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How do you get a rare decay‘s branching
ratio (or an upper limit thereof)? 
➱ Estimate the number of signal events Nsig observed in 

the data by Maximum Likelihood Analysis

➱ Normalize by the total number of muon decays k
measured during the experiment‘s life time

B(µ+ ! e+�) ⌘ �(µ+ ! e+�)

�
total

=
N

sig

k
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To avoid experimenter bias: Blind analysis

μ γ
e

Blinding Box
~ 5-20 x resolutions

48 MeV < Eɣ < 58 MeV
50 MeV < Ee < 56 MeV
|teɣ| < 0.7 ns
|θeɣ| < 50 mrad
|ɸeɣ| < 75 mrad

20

4.3 Blinding1255

Every time the pre-selected events are processed, events falling1256

in the window in the (te+�, E�) plane defined by |te+�| < 1 ns1257

and 48.0 < E� < 58.0 MeV (“Blinding Box”) are hidden1258

and written to a data stream not accessible by the collabora-1259

tion. The MEG blinding box is shown in Fig. 21.
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3− 2− 1− 0 1 2 3
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E
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Side-band

Energy
Side-band

Figure 21 The MEG blinding box and a possible definition of side-
bands.

1260

For purposes of various studies, a number of side-band1261

regions were defined. Events with |te+�| > 1 ns fall in the1262

“timing side-bands”, the left side-band corresponding to te+� <1263

�1 ns and the right side-band to te+� > 1 ns, while events1264

with arbitrary relative timing and with E� < 48.0 MeV fall1265

into the “energy side-band”. Di↵erent photon energy win-1266

dows are used for di↵erent timing side-band studies. For ex-1267

ample, events with 48.0 < E� < 58.0 MeV are used when1268

the timing side-band data are compared with the data in the1269

analysis window, and events with E� > 40.0 MeV are used1270

for the single photon background study. RMD events, with1271

zero relative timing, belong to the energy side-band and, as1272

stated in Sect. 3.3.2, are used to accurately calibrate the tim-1273

ing di↵erence between LXe detector and TC. Events in the1274

timing side-bands are very likely to be accidental events;1275

hence, their positron and photon energy spectra and rela-1276

tive angle distributions are uncorrelated. We also define “an-1277

gle side-bands” the regions corresponding to 50 < |✓e+�| <1278

150 mrad or 75 < |�e+�| < 225 mrad, which are used for1279

self-consistency checks of the analysis procedure.1280

Side-band events are studied in detail to optimise the al-1281

gorithms and analysis quality, to estimate the background1282

in the analysis window, and to evaluate the experimental1283

sensitivity by using toy MC simulations. At the end of the1284

optimisation procedure, the events in the blinding box are1285

analysed and a maximum likelihood fit is performed to ex-1286

tract the number of signal (Nsig), RMD (NRMD) and acci-1287

dental background (NACC) events. The likelihood fit is per-1288

formed on events falling in the “Analysis Window” defined1289

by 48.0 < E� < 58.0 MeV, 50.0 < Ee+ < 56.0 MeV,1290

|te+�| < 0.7 ns, |✓e+�| < 50 mrad and |�e+�| < 75 mrad. The1291

projection of the analysis window in the (te+�, E�) plane is1292

also shown in Fig. 21. The size of the analysis window is1293

chosen to be between five and twenty times the experimen-1294

tal resolutions of all observables in order to prevent any risk1295

of losing good events and to restrict the number of events to1296

be fitted at a reasonable level. The same fitting procedure is1297

preliminarily applied to equal size regions in the timing and1298

angle side-bands (with appropriate shifts on relative timings1299

or angles) to verify the consistency of the calculation.1300

4.4 Background study1301

The background in the search for the µ+ ! e+� decay comes1302

either from RMD or from an accidental overlap between a1303

Michel positron and a photon from RMD or AIF. All types1304

of background are thoroughly studied in the side-bands prior1305

to analysing events in the analysis window.1306

4.4.1 Accidental background1307

The accidental overlap between a positron with energy close1308

to the kinematic edge of the Michel decay and an energetic1309

photon from RMD or positron AIF is the leading source of1310

the background.1311

4.4.1.1 Single photon background1312

High energy single photon background events are mainly1313

produced by two processes: RMD and AIF of positrons.1314

The contribution from external Bremsstrahlung is negligibly1315

small in our analysis window. RMD is the Michel decay with1316

the emission of a photon, also called inner Bremsstrahlung.1317

The integrated fraction of the spectrum of photons from RMD1318

is roughly proportional to the square of the integration win-1319

dow size near the signal energy, which is usually determined1320

by the energy resolution [32,33]. AIF photon background1321

events are produced when a positron from Michel decay an-1322

nihilates with an electron in the material along the positron1323

trajectory into two photons and the most energetic photon1324

enters the LXe detector. The emission direction of the most1325

energetic photon is closely aligned to that of the original po-1326

sitron and the cross section is peaked with one photon carry-1327

ing most of the energy. The total number of AIF background1328

events depends on the layout and the material budget of the1329

detector along the positron trajectory.1330

Figure 22 shows the single photon background spectra1331

calculated from a MC simulation of the MEG detector as a1332

function of the normalized photon energy y = 2E�/mµ. The1333

green circles show the AIF photon background spectrum and1334

the red crosses show that due to RMD. The integrated pho-1335

ton yield per decay above y is plotted on the vertical axis1336
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(Extended) likelihood function for MEG:

L (N
sig

, N
RMD

, N
acc

, t) =
e�N

N
obs

!
⇥ C(N

RMD

, N
acc

, t)

⇥
N

obsY

i=1

(Nsig · S(xi, t) +NRMD ·R(xi) +Nacc ·A(xi))

constraints on 
nuisance par.

interesting
parameter

nuisance parameters

PDFs for the signal, RMD and accidental background

with xi = (Eɣ, Ee, teɣ, θeɣ, ɸeɣ)i and N = Nsig + NRMD + Nacc



Probability Density Functions

The signal PDF S is the product of the PDFs for Ee, θeγ, Φeγ,Teγ 
which are correlated variables, and the Eγ PDF

• Probability density functions (PDF) for likelihood function are mostly extracted 
from data

The RMD PDF R is the product of the same Teγ PDF as that of the signal 
and the PDF of the other four correlated observables, which is formed by 
folding the theoretical spectrum with the detector response functions

The BG PDF B is the product of the five PDFs, each of which is defined 
by the single background spectrum, precisely measured in the sidebands

Signal Eγ (CEX)

BG Eγ (time sideband)

Signal Ee /BG (Michel) Signal Teγ (RMD)

47
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μ γ
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Event-by-event PDFs
• Positron: Per event error matrix from Kalman filter
• Gamma: Position dependent resolutions
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Probability density functions
Positron Energy

<t from Michel endpoint
left/right sidebands

Photon Energy

<t from 55 MeV calibration

Relative Time from lower sideband

PDFs extracted mostly from data:
• Signal: Measured detector response
• RMD: Theoretical spectrum folded with detector response
• Accidentals: Sidebands
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Probability density functions
Positron Energy

<t from Michel endpoint
left/right sidebands

Photon Energy

<t from 55 MeV calibration

Relative Time from lower sidebandSignal teɣ
RMD (energy 

sideband)

Signal Eɣ
55 MeV ɣ from 

Charge Exchange 
Reaction

Signal Ee
Michel spectrum 
(kinematic edge)
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μ γ
e

Missing Turn Recovery
Previously: Sometimes missed a part of
the trajectory of “multi-turn-tracks“ →
wrong muon decay point, time, e+

momentum

Now: Additional algorithm to identify
missing turm tracks and refit them →
4% increase in signal detection
efficiency
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in the DCH system with regard to the positron track. The761

vertex state vector of the track is propagated backwards to762

the point of closest approach with each potential MFT hit,763

and the hit selection is refined based on the r and z resid-764

uals between the potential MFT hits and their propagated765

state vector positions. Potential MFT candidates are subse-766

quently selected if there are MFT hits in at least four DCH767

modules of which three are adjacent to one another, and the768

average signed z-di↵erence between the hits and their prop-769

agated state vector positions as well as the standard devia-770

tion of the corresponding unsigned z-di↵erence are smaller771

than 2.5 cm. A new MFT track is reconstructed using the772

Kalman filter technique based on the selected MFT hits and773

correspondingly propagated state vectors. Finally, the origi-774

nal positron and MFT tracks are combined and refitted using775

the Kalman filter technique, followed by a recalculation of776

the track quality ranking and the positron variables and their777

uncertainties at the target. An example of a multi-turn posi-778

tron with a recovered MFT is shown in Fig. 12.779

The improvement of the overall track reconstruction ef-780

ficiency due to the use of the MFT recovery algorithm, de-781

fined as the ratio of the number of reconstructed Michel782

positrons with a recovered MFT to the total number of re-783

constructed Michel positrons, is measured using data and is784

shown as a function of Ee+ and ✓e+ in Fig. 13. As can be785

seen from the left figure, the improvement of the track re-786

construction e�ciency at the signal energy due to the use787

of the MFT recovery algorithm, averaged over all angles, is788

⇡ 4%. The e�ciency improvement decreases with increas-789

ing energy because the nominal track reconstruction is more790

e�cient at higher energy. The right figure shows that the ef-791

ficiency improvement is maximal for positrons emitted per-792

pendicular to the beam direction, as expected, since these793

positrons are more likely to have multiple turns and cross794

the target twice.795

3.2.3 DCH alignment796

Accurate positron track reconstruction requires precise knowl-797

edge of the location and orientation of the anode wires and798

cathode pads in the DCH system. This is achieved by an799

alignment procedure that consists of two parts: an optical800

survey alignment based on reference markers, and a soft-801

ware alignment based on reconstructed tracks.802

Each DCH module is equipped with cross hair marks803

on the upstream and downstream sides of the module. Each804

module is fastened to carbon-fibre support structures on the805

upstream and downstream sides of the DCH system, which806

accommodate individual alignment pins with an optically807

detectable centre. Before the start of each data-taking period808

an optical survey of the cross hairs and pins is performed us-809

ing a theodolite. The optical survey technique was improved810

in 2011 by adding corner cube reflectors next to the cross811
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Figure 12 Example of a triple-turn positron in a year 2009 event. The
positron was originally reconstructed as a double-turn track, formed
by magenta hits, but the MFT recovery algorithm found a missing first
track formed by the brown hits. The track was then refitted as a triple-
turn one; the corresponding positron vector extrapolated at the target
is shown as a blue arrow and compared with that coming from the
original double-turn fitted track, shown as a magenta arrow.
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Figure 13 The improvement of the overall track reconstruction e�-
ciency due to the use of the MFT recovery algorithm as a function of
Ee+ (left) and ✓e+ (right).

hairs, which were used in conjunction with a laser tracker812

system. The resolution of the laser method is ⇡ 0.2 mm for813

each coordinate.814

Two independent software alignment methods are used815

to cross-check and further improve the alignment precision816

of the DCH system. The first method is based on the Mille-817

pede algorithm [29] and uses cosmic-rays reconstructed with-818

out magnetic field. During COBRA shutdown periods, cosmic-819

rays are triggered using dedicated scintillation counters lo-820
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Figure 12 Example of a triple-turn positron in a year 2009 event. The
positron was originally reconstructed as a double-turn track, formed
by magenta hits, but the MFT recovery algorithm found a missing first
track formed by the brown hits. The track was then refitted as a triple-
turn one; the corresponding positron vector extrapolated at the target
is shown as a blue arrow and compared with that coming from the
original double-turn fitted track, shown as a magenta arrow.
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Figure 13 The improvement of the overall track reconstruction e�-
ciency due to the use of the MFT recovery algorithm as a function of
Ee+ (left) and ✓e+ (right).

hairs, which were used in conjunction with a laser tracker812

system. The resolution of the laser method is ⇡ 0.2 mm for813

each coordinate.814

Two independent software alignment methods are used815

to cross-check and further improve the alignment precision816

of the DCH system. The first method is based on the Mille-817

pede algorithm [29] and uses cosmic-rays reconstructed with-818

out magnetic field. During COBRA shutdown periods, cosmic-819

rays are triggered using dedicated scintillation counters lo-820

NTIHEP16 - Montenegro

Identification of AIF
Identify and reject photon
background caused by
annihliation-in-flight of the e+

inside the DCH

Overall background rejection ~ 
2% 
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• reconstruction of holes

14

cated around the magnet cryostat. The alignment procedure821

utilises the reconstructed hit positions on the DCH modules822

to minimise the residuals with respect to straight tracks ac-823

cording to the Millepede algorithm. The global alignment824

parameters, three positional and three rotational degrees of825

freedom per module, are determined with an accuracy of826

better than 150 µm for each coordinate.827

The second method is based on an iterative algorithm828

using reconstructed Michel positrons and aims to improve829

the relative radial and longitudinal alignment of the DCH830

modules. The radial and longitudinal di↵erences between831

the track position and the corresponding hit position at each832

module are recorded for a large number of tracks. The av-833

erage hit-track residuals of each module are used to correct834

the radial and longitudinal position of the modules, while835

keeping the average correction over all modules equal to836

zero. This process is repeated several times while refitting837

the tracks after each iteration, until the alignment correc-838

tions converge and an accuracy of better than 50 µm for each839

coordinate is reached. The method is cross-checked by us-840

ing reconstructed Mott-scattered positrons (see Sect. 2.7),841

resulting in very similar alignment corrections.842

The exact resolution reached by each approach depends843

on the resolution of the optical survey used as a starting posi-844

tion. For a low-resolution survey, the Millepede method ob-845

tains a better resolution, while the iterative method obtains a846

better resolution for a high-resolution survey. Based on these847

points, the Millepede method is adopted for the years 2009-848

2011 and the iterative method is used for the years 2012-849

2013 for which the novel optical survey data are available;850

in 2011, the first year with the novel optical survey data, the851

resulting resolution of both approaches is comparable.852

3.2.4 Target alignment853

Precise knowledge of the position of the target foil relative854

to the DCH system is crucial for an accurate determination855

of the muon decay vertex and positron direction at the ver-856

tex, which are calculated by propagating the reconstructed857

track back to the target, particularly when the trajectory of858

the track is far from the direction normal to the plane of the859

target.860

Both optical alignment techniques and software tools us-861

ing physics data are used to measure and cross-check the862

target position. The positions of the cross marks on the tar-863

get foil (see Fig. 2) are surveyed each year using a theodo-864

lite, with an estimated accuracy of ±(0.5, 0.5, 1.5) mm in865

the (x, y, z) directions. For each year, a plane fit of the cross866

mark measurements is used in the propagation of tracks back867

to the target as a first approximation of the target foil posi-868

tion. However, the residuals between the cross mark mea-869

surements and the plane fits indicate that the target foil has870

developed a gradual aplanarity over time. This is confirmed871
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Figure 14 Top: FARO scan measurements of the target aplanarity in
the local target reference frame, in which xt (yt) is the coordinate along
the semi-major (semi-minor) axis of the target, and zt as indicated by
the colour axis is the coordinate perpendicular to the target plane. Bot-
tom: the paraboloidal fit of the 2013 cross mark measurements. The
paraboloidal approximation is valid since the vertices are concentrated
at the centre of the target, as shown in Fig. 15.

by measurements of the target aplanarity performed with a872

high-precision FARO 3D laser scanner [30] at the end of873

2013, as shown in the top panel of Fig. 14. Therefore, the874

propagation of tracks back to the target is improved by us-875

ing a paraboloidal approximation zt � z0 = cx(xt � x0)2 +876

cy(yt � y0)2 of the target foil obtained by fitting separately877

the cross mark measurements for each year. In this func-878

tion, (xt, yt, zt) is the local target coordinate system (i.e. not879

the nominal MEG coordinate system) in which xt (yt) is the880

coordinate along the semi-major (semi-minor) axis of the881

target, and zt is the coordinate perpendicular to the target882

plane. The fit parameters are (x0, y0, z0) for the position of883

the paraboloid extremum, and cx and cy for the paraboloid884

curvatures in the xt and yt directions. The paraboloidal fit885

of the 2013 cross mark measurements, shown in the bottom886

panel of Fig. 14, exhibits the largest aplanarity among all887

years. In this fit cy = �0.03 cm�1, which corresponds to a888

focal length of ⇡ 8 cm for the semi-minor axis of the target889

in 2013.890

The alignment of the target foil in the zt direction and891

the corresponding systematic uncertainty have a significant892

e↵ect on the analysis. In the paraboloidal approximation of893

the target foil, the value and uncertainty of z0 are the most894

relevant. The fitted z0-values that are used in the track prop-895

agation are validated and corrected by imaging the holes in896

the target foil (see Fig. 2) using reconstructed Michel posi-897

trons. The target holes appear as dips in projections of the898

vertex distribution, as shown in Fig. 15. For each year, the899

z0-value of the paraboloidal fit is checked by determining900

the reconstructed yt position of the four central target holes901

as a function of the positron angle �e+ . Ideally the target hole902

positions should be independent of the track direction, while903

a z0-displacement with respect to the fitted value would in-904

Observed increasing target aplanarity with time
• Treated as nuisance parameter
• Dominant systematic uncertainty: Degradation 

of the sensitivity by 13% on average

laser scanner imagine at 
the end of 2013
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where Be⌫⌫̄� is the partial branching ratio of RMD in the rel-1653

evant kinematic range, and the other factors are defined in1654

the same way as for the Michel case. Since the same dataset1655

is used and the photon is also detected in this mode, all1656

the e�ciency factors are expressed in signal-to-RMD ratios.1657

In contrast, the e�ciency ratios need to be evaluated dif-1658

ferentially as functions of the relevant kinematic variables1659

because the kinematic range is wider than the µ+ ! e+�1660

analysis window.1661

We use events reconstructed in the energy side-band de-1662

fined in Sect. 4.4.2, corresponding to Be⌫⌫̄� = 4.9 ⇥ 10�9.1663

The number of RMD events is extracted from the fit to the1664

te+� distribution separately for each year dataset and for 121665

statistically independent sub-windows, resulting in Ne⌫⌫̄� =1666

29 950 ± 527 in total.1667

The momentum dependent ratio of the positron detec-1668

tion e�ciency is extracted from the Michel spectrum fit. An1669

additional correction for the momentum dependence of the1670

missing turn probability is applied based on the evaluation1671

of a MC simulation. A pre-scaled trigger with a lowered E�1672

threshold (by ⇡ 4 MeV) allows for a relative measurement1673

of the energy-dependent e�ciency curve of the LXe detec-1674

tor. The e�ciency ratio of the direction match is evaluated1675

from the distribution of accidental background. The e↵ect of1676

muon polarisation [9], which makes the background distri-1677

bution non-flat (asymmetric) even in case of a fully e�cient1678

detector and trigger, is taken into account. Ine�ciency due1679

to the AIF-like event cuts and the tail in the time reconstruc-1680

tion are common to signal and RMD, and thus, only tails in1681

the angular responses are relevant. A more detailed descrip-1682

tion of the RMD analysis is found in [38].1683

A �2 fit is performed to extract Nµ from the measured1684

RMD spectrum. The systematic uncertainty on each factor,1685

correlated among di↵erent windows, is accounted for in the1686

fit. The uncertainty on Nµ from the fit to the full dataset is1687

5.5%.1688

4.6.3 Nµ summary1689

The normalisation factors calculated by the two methods are1690

shown in Fig. 25. The two independent results are in good1691

agreement and combined to give Nµ with a 3.5% uncertainty.1692

The single event sensitivity for the full dataset is 1/Nµ =1693

(5.84 ± 0.21) ⇥ 10�14.1694

The normalisation factor can also be expressed by

Nµ = Nstop
µ · ⌦ · ✏tot,

where Nstop
µ is the total number of muons stopped in the tar-1695

get, ⌦ is the geometrical acceptance of the apparatus and1696

✏tot is the overall e�ciency. The integration of the estimated1697

stopping rate, corrected for by the variation of the primary1698

proton beam current, over the live-time gives an estimate of1699

Nstop
µ ⇡ 7.5⇥1014 (see Fig. 20). Therefore, an estimate of the1700

 Data set (Year)
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12
 / 

10
µ

N 

0

1

2

3

4

5

Michel

RMD

Combined

Figure 25 Nµ calculated with the two methods and their weighted av-
erage for each year dataset.

overall signal acceptance of ⌦ · ✏tot ⇡ 2.3% is obtained. This1701

is consistent with ⌦ ⇡ 0.11 and our estimates of detector1702

e�ciencies, ✏tot = ✏e+ · ✏� ⇡ 0.30 ⇥ 0.63.1703

4.7 Results1704

A maximum likelihood analysis is performed to extract the1705

number of signal events from the full dataset after the anal-1706

ysis tools are fully optimised and background studies in the1707

side-bands are completed. The sensitivity and the results in1708

the analysis window are presented and discussed in the fol-1709

lowing sections.1710

4.7.1 Sensitivity1711

The sensitivity of the analysis is evaluated by taking the me-1712

dian of the distribution of the branching ratio upper limits1713

at 90% C.L. observed for an ensemble of pseudo experi-1714

ments with a null signal hypothesis. The rates of RMD and1715

accidental background events estimated from the side-band1716

studies are assumed in the pseudo experiments. All the sys-1717

tematic uncertainties as listed in Sect. 4.5.3 are taken into ac-1718

count in the sensitivity evaluation. Figure 26 shows the dis-1719

tribution of the branching ratio upper limits for the pseudo1720

experiments simulated for the full dataset. The sensitivity is1721

found to be 5.3⇥10�13. The sensitivities of the 2009–20111722

and 2012–2013 datasets have also been evaluated separately1723

as presented in Table 2.1724

The average contributions of the systematic uncertain-1725

ties are evaluated by calculating the sensitivities without in-1726

cluding them. The dominant one is found to be the uncer-1727

tainty on the target alignment; it degrades the sensitivity by1728

13% on average, while the total contribution of the other sys-1729

tematic uncertainties is less than 1%. The sensitivity for the1730

2009–2011 dataset is found to be slightly worse than previ-1731

B(µ+ ! e+�) ⌘ �(µ+ ! e+�)

�
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=
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k
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• Compute the upper limit at 90% CL for many pseudo-
experiments assuming the null-signal hypothesis

• Sensitivity ≡ above distribution‘s median 
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ously quoted in [7] due to a more conservative assignment1732

of the systematic uncertainty on the target alignment.1733

The maximum likelihood analysis has also been tested in1734

fictitious analysis windows in the timing side-bands centred1735

at te+� = ±2 ns without the Gaussian constraint on NRMD.1736

The upper limits observed in the negative and positive tim-1737

ing side-bands are 8.4⇥10�13 and 8.3⇥10�13, respectively.1738

These are consistent with the upper limit distribution for1739

pseudo experiments as indicated in Fig. 26.1740

Upper limit
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1741

Figure 27 shows the event distributions for the 2009-20131742

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1743

contours of the averaged signal PDFs are also shown for1744

comparison. No significant correlated excess is observed within1745

the signal contours.1746

A maximum likelihood analysis is performed to eval-1747

uate the number of signal events in the analysis window1748

by the method described in Sect. 4.5. Figure 28 shows the1749

profile-likelihood ratios as a function of the branching ratio1750

observed for 2009–2011, 2012–2013, and 2009–2013 full1751

dataset, which are all consistent with a null-signal hypothe-1752

sis. The kinks visible in the curves (most obvious in 2012–1753

2013) are due to the profiling of the target deformation pa-1754

rameters (see Sect. 4.5.1). In the positive side of the branch-1755

ing ratio, the estimate of the target shape parameters in the1756

profiling is performed by looking for a positive excess of1757

signal-like events in the �e+� distribution. On the other hand,1758
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.

in the negative side, it is done by looking for a deficit of1759

signal-like events. These parameters are therefore fitted to1760

opposite directions (the paraboloid shape or the deformed1761

shape defined by the FARO measurement) in the positive1762

and the negative sides of the branching ratio. The likelihood1763

curve shifts from one to another of the two shapes crossing1764

0 in the branching ratio. The best fit value on the branching1765

ratio for the full dataset is �2.2 ⇥ 10�13. The upper limit of1766

the confidence interval is calculated following the frequen-1767

Sensitivity
5.3 x 10-13

NTIHEP16 - Montenegro

• RMD and accidental bg
rates as estimated from
sidebands

• Includes systematic
uncertainties (average
contribution ~14%)
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(a) 2009-2013 dataset
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(b) 2009-2011 dataset
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(c) 2012-2013 dataset

Figure 8.3: Event distributions observed in the analysis window. The signal PDFs are shown
with contour (1�, 1.64� and 2�).
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No signal excess found

1σ, 1.64σ, 2σ signal PDF contours
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Likelihood 7t

No signal excess found over 
the expected background 
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Likelihood 7t

No signal excess found over 
the expected background 

Nacc = 7739 ± 38 
NRMD =625 ± 28 
Best fit to Data

Signal PDF (upper limit
magnified by 100)
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B(µ+ ! e+�) < 4.2⇥ 10�13 @ 90% C.L. 

Branching Ratio
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Eur. Phys. J. C (2016) 76:434

Full data set 2009-2013
� 7.5 x 1014 μ+ stopped on 
target

Systematic uncertainties: 
• Target alignment: 5%
• Other sources: <1%
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Upper limit on the branching ratio
Confidence interval calculated with Feldman & 
Cousins approach with profile likelihood ratio
ordering

30 times better limit than
MEGA (1999)!
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Sensitivity goal ≈ 5 x10-14
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i.e. SU(5) SUSY-GUT or SO(10) SUSY-GUT 
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too small to access experimentally

an experimental evidence: 
a clear signature of New Physics 

(SM background FREE)
5

cLFV: A clear signature of New PhysicsStandard Model with massive neutrinos:
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Dipole term
(e.g.  SUSY)

Contact term
(e.g. Z', LQ)

Due to the extremely-low accessible branching ratios, CLFV muon 
channels can strongly constrain new physics models and scales.

Model independent Lagrangian:

Sensitive to high-mass New Physics!

dipole term
(e.g. SUSY)

contact term
(e.g. Z‘, LQ)

µ → eee
µN → eN

µ → eɣ

Chapter 1. Introduction

Many well-motivated theories predict  ⌧ 1, but some theories such as supersymmetric
models with trilinear R-parity violation or theories which include leptoquarks predict  � 1. In
the case of  ⌧ 1, the µ! e� search have an advantage, and opposite in the case of  � 1. In
Fig. 1.8, the sensitivities of experiments are shown as functions of  value.
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Figure 1.8: Sensitivities of the experiments, as functions of the  parameter. (left) experimental
sensitivity of µ ! e� and µ � e conversion (normalized to a case of 48Ti), (right) and that of
µ! e� and µ! eee. ⇤ is the scale of new physics as seen in Eq. (1.14) [34].

An experiment to search for µ! eee is planned in PSI (Mu3e) [40].

1.3.3 Muon anomalous magnetic moment
There is a well known relation M µ = g · es/2mµ, where M µ is magnetic moment by muon spin
and s is spin angular momentum. g is a factor to connect magnitudes of magnetic momentum
and spin, and is exactly 2 when only tree-level process is considered, but deviates from 2 with
higher order processes. Recent both theoretical [41] and experimental [42] progresses found a
non-negligible discrepancy between the SM prediction and the experimental observation �aµ at
the order of O(10�9).

If it is true, the deviation comes from a contribution of loop diagrams with new particles.
One of the diagrams contains SUSY particles like in Fig. 1.9. This diagram is topologically
the same as that in Fig. 1.2 except for the flavor violation. In a SUSY model discussed in [43]
(Fig. 1.10), the µ! e� branching ratio and �aµ are related to each other as,

B(µ! e�) ⇡ 10�4
 
�amu

200 ⇥ 10�11

!2
|�12

LL |2. (1.15)

|�12
LL | is a factor coming from CLFV coupling and assumed to be 10�4.

Experiments of next generation �aµ measurements, E989 experiment at Fermilab in USA,
and J-PARC g-2/EDM experiment in Japan, are in preparation.

17

A. De Gouvêa et N. Saulidou, 
Ann. Rev. Nucl. Part. Sci. 
(2010) 60:513
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An alternative to the k plot (in preparation)

Below the EW-scale, only two non-zero operators contribute to both
µ ! e� and µ ! 3e (only in CDR, toy plot):

Outline Introduction Top-down Bottom-up Calculation RGE Interplay Conclusion Acknowledgements

Extending the interactions of the SM

Assumptions: SM is merely an effective theory, valid up to
some scale ⇤. It can be extended to a field theory that satisfies
the following requirements:

• its gauge group should contain SU(3)C ⇥ SU(2)L ⇥ U(1)Y ;
• all the SM degrees of freedom must be incorporated;
• at low energies (i.e. when ⇤ ! 1), it should reduce to SM.

Assuming that such reduction proceeds via decoupling of New
Physics (NP), the Appelquist-Carazzone theorem allows us to
write such theory in the form:

L = LSM +

1

⇤

X

k

C
(5)
k Q

(5)
k +

1

⇤

2

X

k

C
(6)
k Q

(6)
k +O

✓
1

⇤

3

◆
.

G.M. Pruna and A. Signer 
arXiV:1511.04421v1
G.M. Pruna and A. Signer 
JHEP 10 (2014) 014

Allows to combine 
constraints from low energy 
experiments with LFV 
searches at high energies 
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Experimental “observations”
MUONIC AND TAUONIC LFV TRANSITIONS - A SELECTION

• BR(µ ! 3e)< 1.0⇥ 10�12 at the 90% C.L.
SINDRUM Collaboration, Nucl. Phys. B 299 (1988) 1;

• BR(µ ! � + e)< 4.2⇥ 10�13 at the 90% C.L.
MEG Collaboration, Eur. Phys. J. C 76 (2016) 434;

• BR(Z ! e+ µ)< 7.5⇥ 10�7 at the 95% C.L.
ATLAS Collaboration, Phys. Rev. D 90 (2014) 072010;

• BR(⌧ ! 3e)< 2.1⇥ 10�8 at the 90% C.L.
BELL Collaboration, Phys. Lett. B 687 (2010) 139-143;

• BR(⌧ ! � + µ)< 4.4⇥ 10�8 at the 90% C.L.
BaBar Collaboration, Phys. Rev. Lett. 104 (2010) 021802;

• BR(Z ! ⌧ + µ)< 1.2⇥ 10�5 at the 95% C.L.
DELPHI Collaboration, Z. Phys. C 73 (1997) 243-251;

• BR(H ! ⌧ + µ)< 1.8⇥ 10�2 at the 90% C.L.
ATLAS/CMS Collaboration, arXiv:1508.03372/arXiv:1502.07400.
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�

µ

f�0

µ

fµ fµ

Figure 1.9: An example of contribution to vertex function of µ in the SUSY model.

E821(2006)

Figure 1.10: Expected relation between branching ratio of µ ! e� and muon anomalous
magnetic moment [43]. The lines to show the experimental bounds of µ! e� [13] and �aµ [44]
are added to the original figure. Large area is already excluded by measurements.

1.3.4 LFV search with ⌧ decay
LFV searches via ⌧ particle decay are undertaken by B-factory experiments such as Belle, BaBar
and LHCb. A lot of LFV decays are possible for ⌧, since ⌧ has a mass of 1.777 GeV and is
larger than that of µ and lightest baryons and mesons. Those collaborations are searching for
the LFV decay with a data of ⇠ 1 ab�1 in each possible channel, however no evidence for the
LFV has been found. The results are summarized in Fig. 1.11.

A decay channel ⌧ ! µ� has the same topology as µ! e�, and correlation is pointed out in
some model of new physics. Figure 1.3 shows a prediction by MSSM with seesaw model [12].
According to the plot, µ! e� search is more advantageous than ⌧ ! µ�, and being considered
the ✓13 ⇡ 9�, the experiment starts covering the predicted area.

In year 2016, LHCb is still taking data, and Belle is updating results of ⌧ ! l� channels.
SuperKEKB/Belle II in Japan is in construction. A ⌧ and charm factory is also being considered
in Russia.
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an example of events 
inside the blinded box

target

Drift Chamber

Timing Counter

Muon Beam

LXe Detector

Drift Chamber

Timing Counter

LXe calorimeter

Muon Beam

Target

Mott Scatttered e+ Beam
Monochromatic beam Ee ≈ 52 MeV
DCH alignment and performance

Cosmic Rays
relative alignment LXe – DCH

alignment DCH system
TC calibration

Michel positrons µ+→ e+νeνµ
continuously collected during physics run
DCH detector response and alignment

LED
PMT gains

241Am-sources
α of 5.5 MeV

transparency and light 
yield of the Lxe, relative 

quantum PMT efficiciency

Neutron Generator
9 MeV Ni line

low energy ɣ-rays simultaneously
with the beam

Cockcroft-Walton Accelerator
Eɣ = 14.8,17.6 MeV from Li(p,ɣ)Be

time-conicident Eɣ = 4.4, 11.6 MeV from B(p,ɣɣ)C

Charge Exchange Reaction
70.5 MeV/c negative pion beam on LH2 target

π- p → π0 n, π0 → ɣɣ 55 MeV, 83 MeV

Radiative Muon Decay µ+→ e+νeνµɣ
zero position of the relative timing
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RMD and ACC bkg

• effective branching ratios into the shown kinematic window with |teγ| < 0.24 ns and 
cos Θeγ < -0.9996
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Ee,min < Ee < 53.5 MeV |cosΘeɣ| < -0.9996 (~178°)
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events in a given DAQ period. The correlations between ob-1474

servables are also treated on an event-by-event basis. For ex-1475

ample, the errors on the momentum and the angle are corre-1476

lated because the emission angle of positrons is computed by1477

extrapolating the fitted tracks to the target plane. Since the1478

true positron momentum of the signal is known, the mean of1479

the signal angle PDF can be corrected as a function of the1480

observed momentum.1481

Because the energies, relative timing and angles for the1482

signal are fixed and known, the signal PDFs are described1483

by the product of the detector response function for each1484

observable. The correlations between the errors of the ob-1485

servables are implemented in the te+�, ✓e+� and �e+� PDFs by1486

shifting the centres and modifying the resolutions. The pos-1487

sible reconstruction bias due to errors on the target position1488

and deformation is included in the signal PDF by shifting1489

the centre of the �e+� PDF by an amount computed from t.1490

The amount of the shift is computed geometrically by shift-1491

ing the target by �z0 + kt · (zt,FARO(xe+ , ye+ ) � zt,2013(xe+ , ye+ ))1492

in the zt direction, where �z0, zt,FARO and zt,2013 are the devi-1493

ation of z0 from the nominal value and the coordinates de-1494

fined by the FARO measurements and the 2013 paraboloid1495

fit, respectively (see Fig. 14). For the te+� PDF, events are1496

categorised by using qe+ , which consists of the track-fitting1497

quality and the matching quality between the fitted track1498

and the hit position on the TC. The resolution and the cen-1499

tral value are extracted for each category from the observed1500

RMD timing peak. The dependence on E� and Ee+ is taken1501

into account. Most of the parameters used to describe the1502

correlations are extracted from data by using the double-1503

turn method (see Sect. 3.2.5), while a few parameters (for1504

instance, the slope parameter for the �te+�–�Ee+ correlation,1505

where �x is the di↵erence between the observed and the true1506

value of the observable x) are extracted from a MC simula-1507

tion.1508

The RMD PDF is formed by the convolution of the de-1509

tector response and the kinematic distribution in the param-1510

eter space, (E�, Ee+ , ✓e+�, �e+�), expected from the Standard1511

Model [35]. The correlations between the variables are in-1512

cluded in the kinematic model. The PDF for te+� is almost1513

the same as that of the signal PDF, while the correlation be-1514

tween �te+� and Ee+ is excluded.1515

The accidental background PDFs are extracted from the1516

timing side-band data. For Ee+ , the spectrum, after applying1517

the same event selection on the track reconstruction quality1518

as for the physics analysis, is fitted with a function formed1519

by the convolution of the Michel positron spectrum and a1520

parameterised function describing the detector response. For1521

E�, the energy spectra after applying the pile-up and cosmic-1522

ray cuts and a loose selection on the e+� relative angle, are1523

fitted with a function to represent background photon, re-1524

maining cosmic-ray and the pile-up components convoluted1525

with the detector response. The ✓e+� and �e+� PDFs are rep-1526

resented by polynomial functions fitted to the data after ap-1527

plying the same event selection except for the te+�. For te+�,1528

a flat PDF is used.1529

4.5.2.2 Constant PDFs1530

1531

The event-by-event PDFs employ the entire information1532

we have about detector responses and kinematic variable1533

correlations. A slightly less sensitive analysis, based on an1534

alternative set of PDFs, is used as a cross check; this ap-1535

proach was already implemented in [7].1536

In this alternative set of PDFs the events are charac-1537

terised by “categories”, mainly determined by the tracking1538

quality of positrons and by the reconstructed depth of the1539

interaction vertex in the LXe detector for photons. A con-1540

stant group of PDFs is determined year by year, one for each1541

of the categories mentioned above; the relative stereo angle1542

⇥e+� is treated as an observable instead of ✓e+� and �e+� sep-1543

arately, while the three other kinematic variables (Ee+ , E�1544

and te+�) are common to the two sets of PDFs. Correlations1545

between kinematic variables are also taken into account with1546

a simpler approach and the systematic uncertainties associ-1547

ated with the target position are included by shifting ⇥e+� of1548

each event by an appropriate amount, computed by a com-1549

bination of the corresponding shifts of ✓e+� and �e+�. Sig-1550

nal and RMD PDFs are modelled as in the event-by-event1551

analysis by using calibration data and theoretical distribu-1552

tions, folded with detector response. This likelihood func-1553

tion is analogous to Eq. 3 with the inclusion of the Gaussian1554

constraints on the expected number of RMD and accidental1555

background events and of the Poissonian constraint on the1556

expected total number of events. In what follows we refer1557

to this set of PDFs as “constant PDFs” and to the analysis1558

based on it as “constant PDFs’ analysis”.1559

4.5.3 Confidence interval1560

The confidence interval of Nsig is calculated following the1561

Feldman-Cousins approach [36] with the profile-likelihood1562

ratio ordering [37]. The test statistic �p for sorting experi-1563

ments is defined by1564

�p(Nsig) =

8>>>>>><
>>>>>>:

L(Nsig,
ˆ̂✓(Nsig))

L(0,
ˆ̂✓(0))

if N̂sig < 0

L(Nsig,
ˆ̂✓(Nsig))

L(N̂sig,✓̂)
if N̂sig � 0,

where ✓ is a vector of nuisance parameters (NACC, NRMD and1565

t), N̂sig and ✓̂ are the values of Nsig and ✓ which maximise1566

the likelihood, ˆ̂✓(Nsig) is the value of ✓ which maximises the1567

likelihood for the specified Nsig. The confidence interval is1568

calculated using the distribution of the likelihood ratio for1569

an ensemble of pseudo experiments simulated based on the1570

PDFs.1571

Profile likelihood

Cwith Feldman & Cousins approach with profile likelihood
ratio ordering

Test statistics

q(Nsig) = �2 ln�(Nsig)
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Figure 8.7: Result of the limit calculation by maximum likelihood analysis.

The e�ect of the systematic uncertainty is studied with the observed data. The largest
contribution is the e�ect from the target uncertainty. The deterioration in upper limit is calculated
to be ⇠ 5% for the full dataset. The other systematics are also considered, however, the impact
of all the other systematics is less than 1%.

8.3 Check for the analysis

8.3.1 Comparison with previous analysis
The di�erence of the result between this and the previous analysis was studied. We have
changed the analysis method from the reconstruction level, so the main observables can move
event-by-event. The changed item and a�ected observables are the followings.

• Drift chamber pad issue : There was a mistake in the treatment of the case of defective
cathode pad (Sec. 3.2.1). The hit position in z axis is fixed in track reconstruction, for hits
at defective channels. All of the positron observables are a�ected. For newer data, the
size of the e�ect is larger.

• Target alignment : The a�ected observable is mostly �e�. The impact for the observable
is almost negligible for 2009 and 2010 data.

• LXe detector alignment : �-ray position is a�ected. ✓e� and �e� moves in all events.
• Missing turn : The fraction of the a�ected event is small. However if a missing turn is

recovered, the event moves out or in the analysis window.
• AIF reduction : If the AIF distance is less than the threshold, the event disappears.

We compared the current 2009-2011 combined dataset with the previous one. Out of the
events included in previous dataset, 14% go out from the analysis window, and 62% (of the
number in the previous dataset) newly appeared in the analysis region. The reason of more
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Figure 8.4: Top 10 highest signal-like events in (Ee � E�)- and (cos⇥e� � te�)-planes. Contours
show averaged signal PDF of 1�, 1.64� and 2�.

8.2.3 Fit results
The maximum likelihood fitting was performed on the data in the analysis window. The best fit
value, (N̂sig, N̂RMD, N̂ACC) for the all combined dataset is (�3.8±3.6, 624.6±28.4, 7739.1±37.7).
The errors are the fit error with MINUIT. With this best fit Nsig, the best fit branching ratio is
(�2.2 ± 2.1) ⇥ 10�13. The projections onto the 5 main observables are shown in (a)-(e) of
Fig. 8.5.

The data and the fitted PDF shows good agreement. The agreement of fit is checked with
the variable Rsig. The comparison of data and the PDF on Rsig axis is shown in (f) of Fig. 8.5.

Table 8.4: Best fit value and fit error

Data set Full Old New
Nsig 7739.1 ± 37.7 3470.7 ± 25.2 4269.0 ± 27.6

NRMD 624.6 ± 28.4 284.6 ± 16.6 337.1 ± 17.8
NACC �3.8 ± 3.6 �1.0 ± 2.0 �4.9 ± 4.4
p09 10 ± 297 6 ± 300
p10 �83 ± 321 �32 ± 300
p11 �1 ± 297 �1 ± 300
p12 8 ± 289 11 ± 300
p13 �2 ± 499 �4 ± 500
s09 0 ± 0.7 0 ± 0.1
s10 0 ± 0.5 0 ± 0.1
s11 1 ± 0.5 1 ± 0.1
s12 1 ± 1.0 1 ± 0.1
s13 0 ± 0.5 0 ± 0.1

The results for the other datasets are shown in Fig. 8.6 and summarized in Table 8.4. The
best fit value for target observables p and s are found by the fitting, but it does not imply the
real shape of the target, because only the signal PDF has a peak in �e� and the best fit Nsig is
consistent with 0. No information for the true center of �e� can be extracted from the observed
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Table 8.2: The list of the considered systematic uncertainties. The impact of the target is
dominant. The fractions of impacts of the other uncertainties are written in parentheses.

Element Impact on sensitivity
Alignment of muon stopping target 13%
All the other <1%
Alignment of LXe detector - tracker (37%)
E� scale (23%)
bias of center of te� PDF (19%)
Ee bias (11%)
Normalization (7%)
errors in event-by-event PDF (3%)

left figures both with 90% e�ciency for signal, and 51.0 < E� < 55.5 MeV and 52.4 < Ee <
55.0 MeV are applied for right figures with 74% and 90% e�ciency, respectively. The contours
of the averaged signal PDFs are also shown. An obvious correlated excess of signal is not found
in any datasets.

8.2.2 Highly ranked events
We rank the events in the order of the signal likelihood Rsig which is defined as

Rsig = log10

 
S(xi)

f RR(xi) + f A A(xi)

!
, (8.1)

where f R and f A are ratio of RMD and accidental background which are taken from the best fit
values 0.07 and 0.93, respectively. The events with the highest Rsig are listed in Table 8.3.

Table 8.3: Highly ranked (signal like) events

Rank Year Run Event Rsig te� Ee E� ✓e� �e� cos⇥e�
(ps) (MeV) (MeV) (mrad) (mrad)

1 2010 77431 1715 3.01 142 52.93 53.98 -25.2 -2.4 -0.99968
2 2012 195187 1856 2.70 -75 53.34 51.74 -0.1 -9.2 -0.99996
3 2012 189150 1089 2.41 -6 52.19 52.95 10.6 16.6 -0.99981
4 2012 160737 785 2.31 48 52.82 51.92 8.3 6.1 -0.99995
5 2009 56081 35 2.26 -22 52.52 52.81 -20.7 15.8 -0.99967
6 2012 167931 1076 2.25 415 53.18 53.78 -7.7 -23.6 -0.99969
7 2013 228740 1892 2.23 397 52.95 50.55 -0.8 -5.7 -0.99998
8 2011 123579 1318 2.23 -21 52.81 55.13 -33.6 13.0 -0.99936
9 2012 185612 1612 2.18 13 52.82 55.41 12.9 -29.8 -0.99948
10 2010 87743 1484 2.15 -81 52.91 52.28 -18.1 24.0 -0.99955

Figure. 8.4 shows the (Ee � E�) and (cos⇥e� � te�) plots for 10 events of highest signal-like.
Some events which are not drawn in Fig. 8.3 appear, as the selection defined in Sec. 8.2.1 is not
applied here. The contours show averaged signal PDF of 1�, 1.64� and 2�, respectively.
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Figure 29 The projections of the best fitted likelihood function to the five main observables and Rsig together with the data spectra for the full
dataset. The magenta dash and red dot-dash lines are individual components of the fitted PDFs of ACC and RMD, respectively. The blue solid line
is the sum of the best fitted PDFs. The green hatched histograms show the signal PDFs corresponding to 100 times magnified Nsig upper limit.
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Figure 30 The distribution of the relative stereo angle ⇥e+� obtained
in the constant PDFs’ analysis for experimental data (black dots) and
the fitted spectrum. The RMD and accidental background components
and their sum are shown with the red dot-dashed, magenta dashed and
blue solid curves, respectively; the green hatched histogram shows the
signal PDF corresponding to 100 times magnified Nsig upper limit.

The previous MEG publication [7] reported on the anal-1831

ysis based on the 2009–2011 dataset. The analysis presented1832

here includes a re-analysis of the 2009-2011 dataset with1833

improved algorithms. Since the analysis algorithms are re-1834

vised, the reconstructed observables are changed slightly, al-1835

beit within the detector resolutions. A change in the results1836

of the analysis is expected due to statistical e↵ects. The ex-1837

pected di↵erence in the upper limit between the old and new1838

analyses for the 2009–2011 dataset is evaluated by a set of1839

toy MC simulations based on the expected changes in the re-1840

constructed observables, and shows a spread of 4.2 ⇥ 10�13
1841

(RMS) with a mean of nearly zero. The di↵erence observed1842

in the experimental data is 0.4 ⇥ 10�13 and lies well within1843

the spread.1844

5 Conclusions1845

A sensitive search for the lepton flavour violating muon de-1846

cay mode µ+ ! e+� was performed with the MEG detec-1847

tor in the years 2009–2013. A blind, maximum-likelihood1848

analysis found no significant event excess compared to the1849

expected background and established a new upper limit for1850

the branching ratio of B(µ+ ! e+�) < 4.2 ⇥ 10�13 with1851

90% C.L. This upper limit is the most stringent to date and1852

provides important constraints on the existence of physics1853

beyond the Standard Model.1854

The new measured upper limit improves our previous1855

result [7] by a factor 1.5; the improvement in sensitivity1856

amounts to a factor 1.5. Compared with the previous limit1857
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Sensitivity and checks
● The sensitivity is de<ned as the median of the upper limits at 

90% CL obtained on a sample of pseudo-experiments generated 
with null-signal hypothesis

● As a check, the analysis has also been tested in <ctitious analysis 
windows in the timing side-bands centred at teγ = ±2 ns

Additional Checks
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• Fitting without constraint
• Fictitious analysis window 

centered at teɣ = ± 2 ns
• Analysis with constant PDFs
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Figure 8.10: Likelihood fit result with the constant PDF. The notations are the same as with
Fig. 8.5 as well as the scaling of the signal PDF.
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ously quoted in [7] due to a more conservative assignment1732

of the systematic uncertainty on the target alignment.1733

The maximum likelihood analysis has also been tested in1734

fictitious analysis windows in the timing side-bands centred1735

at te+� = ±2 ns without the Gaussian constraint on NRMD.1736

The upper limits observed in the negative and positive tim-1737

ing side-bands are 8.4⇥10�13 and 8.3⇥10�13, respectively.1738

These are consistent with the upper limit distribution for1739

pseudo experiments as indicated in Fig. 26.1740

Upper limit
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Figure 26 Distribution of the branching ratio upper limits for pseudo
experiments simulated for the full dataset. The sensitivity, defined as
the median of the distribution and shown as a dashed vertical line,
equals to 5.3⇥10�13. The upper limits observed in the timing side-
bands are indicated with arrows for comparison (the overlap of the two
arrows is accidental).

4.7.2 Likelihood analysis in the analysis window1741

Figure 27 shows the event distributions for the 2009-20131742

full dataset on the (Ee+ , E�)- and (cos⇥e+�, te+�)-planes. The1743

contours of the averaged signal PDFs are also shown for1744

comparison. No significant correlated excess is observed within1745

the signal contours.1746

A maximum likelihood analysis is performed to eval-1747

uate the number of signal events in the analysis window1748

by the method described in Sect. 4.5. Figure 28 shows the1749

profile-likelihood ratios as a function of the branching ratio1750

observed for 2009–2011, 2012–2013, and 2009–2013 full1751

dataset, which are all consistent with a null-signal hypothe-1752

sis. The kinks visible in the curves (most obvious in 2012–1753

2013) are due to the profiling of the target deformation pa-1754

rameters (see Sect. 4.5.1). In the positive side of the branch-1755

ing ratio, the estimate of the target shape parameters in the1756

profiling is performed by looking for a positive excess of1757

signal-like events in the �e+� distribution. On the other hand,1758
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Figure 27 Event distributions of observed events in the (Ee+ , E�)-
and (cos⇥e+�, te+�)-planes. In the top figure, selections of cos⇥e+� <
�0.99963 and |te+� | < 0.24 ns are applied with 90% e�ciency for
each variable, and in the bottom figure 51.0 < E� < 55.5 MeV and
52.4 < Ee+ < 55.0 MeV are applied with 74% and 90% e�ciency
respectively. The signal PDF contours (1�, 1.64� and 2�) are also
shown.

in the negative side, it is done by looking for a deficit of1759

signal-like events. These parameters are therefore fitted to1760

opposite directions (the paraboloid shape or the deformed1761

shape defined by the FARO measurement) in the positive1762

and the negative sides of the branching ratio. The likelihood1763

curve shifts from one to another of the two shapes crossing1764

0 in the branching ratio. The best fit value on the branching1765

ratio for the full dataset is �2.2 ⇥ 10�13. The upper limit of1766

the confidence interval is calculated following the frequen-1767
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Upper limit
Con7dence interval calculated with Feldman & Cousins approach 
with pro<le likelihood ratio ordering.

Systematic uncertainties:

● Target alignment: 5%

● Other sources: <1%

Baldini et al.,
Eur.Phys.J. C76 (2016) no.8, 434
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